International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.3 (2014), pp.257-268
http://dx.doi.org/10.14257/ijmue.2014.9.3.24

Safety and Health Monitoring of Bridge Construction Based on
Wireless Sensor Network

Xiaoling Li *? and Jimin Yuan®

! School of Computer Science and Technology, Chengdu University
Chengdu 610106, P. R. China
2 University Key Laboratory of Pattern Recognition and Intelligent infor t|o o
Processing, Chengdu 610106, P. R. China

3 the Department Computer Engineering, Chengdu Aeronautic Vo %T’and
Technical College, Chengdu 610000, Chlna @

ymx200181@163 com, yuanjlm 3 com

Abstrac

The existing safety and health monitorin ods Jor, } construction are mainly
manual monitoring and wired monitoring@ ny dIS tages such as low efficiency,
poor accuracy, great implementation diffi sho t e age etc. To solve such problems,

the paper provides a design scheme f brid % uction safety and health monitoring
System based on wireless sensor et ks In th% m, various sensors are mainly used to
collect data about the wind; erature affic load, humidity, static position, static
displacement and external lo response al send to the host by route and gateway nodes.
After data analysis and p ng, th of the bridge is evaluated to help the personnel
make correct brldge s@écautlo S. such advantages as low power demand, wireless
transmission of mon data, ete.,\the system is suitable for large range of promotion.

Keywords: | safeté |t;|ng wireless sensor network, sensor, gateway node

1. Introduction

In operation, th@mges to the bridge are unavoidable, which decreases the safety of the
bridge and takes a fet’to drop the bearing capacity of the bridge construction. Data about the
national censﬁ%ﬂ road bridges displays that a lot of bridges have been damaged
to various In Jiangsu Province, there were more than 1,307 bridges in danger. On the

statistical data in the Statistical Yearbook of the Jiangsu Province in 2003, the tube
ral% pelonged to the road management. A series of bridges collapse accidents at home and
abroadin recent years, such as the accident of south gate bridge of Yibin in Sichuan province,
remain us that more and more attention should be paid to the safety monitoring and assessment
of bridges.

The existing safety and health monitoring system adopted for bridge construction is mainly
the distributed one, which means that in the monitoring system, the wired connection is adopted
between each monitoring points and the central control station. Due to the depressiveness of the
geographic location of the monitoring points, safety monitoring system with traditional wired
connection have many disadvantages, such as high cost, too much interference, large
construction load, inconvenient monitoring points adjustment, and vulnerable to lightning
impulse bridge. 70% of the wired systems installed are paralyzed or semi-paralyzed. There are
also nearly or above 80% of reservoirs are still in the state of manual testing due to high system
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cost. Compared with traditional monitoring method, wireless sensor network has the following
apparent advantages: (1) the self-organizing dynamic network makes it is possible to network
automatically without manual intervention and is applicable for long term work demands. The
sensor can be connected to or disconnected from the network, which is helpful for changing the
position of monitoring point; (2) With large quantity of sensor nodes and high distribution
density, the monitoring accuracy and stability of the system is significantly increased because
of high accuracy and large network data collection quantity; (3) Capable of wireless
communication, the sensor node can support multi jumping technology, which may realize
remote health monitoring and reduce the wiring load. And the sensor can be moved flexibly; 4)
the objects of health monitoring are different and the sensor nodes are of good flexibj |ty, thus,
various sensors can be adapted for different monitoring purposes. Therefore, it as the
general trend to develop the bridge construction safety and health monitorin ased on
the wireless information transmission mode [1]. i é

In this paper, a bridge construction safety and health m% ing sy e d on wireless
sensor network is studied and analyzed [2]. Itis a wireless safe y m ring system with
IEEE 802.15.4 protocol, which consists of wireless sef vireless rowter/and wireless network
management. The whole system is used by full wirg i h powered by battery,
which significantly reduces the complexity of systen installatien.”The low-power mode has
made the design optimized, so that the averag@aoement le of the node battery is 5 years
and maintenance workload in the future c& Iso greatl uced. After on-site installation,
the system has been used for a few years iﬁ‘&mal er@n. After testing, the system complies
with the design standards. q§\

2. The Bridge Constructﬁafety. Health Monitoring System

Assuming that 4 plezon@r tube@venly distributed along the bridge direction
with 3 sampling point ach colu d there are piezometer tubes with 3 different
depths in each samp int, it g&ts)e calculated that the total number of the piezometer

tube is 36, as t:: isg everal kilometers long.
2.1. Overall Scherme of t% tem

According to the ution of the piezometer tube, the network topology of the
system [3-6] is sh Figure 1 by taking the scalability of the system into account.

\%V @ manager node (gateway node)
O ®

cluster-head node(route node)

0 @ sensor node
@ ~ ) the range of cluster

~ ——-

Figure 1. The Network Topologic Structure Diagram of the System
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As shown in Figure 1, the system is divided into two-level structures. According to
geographic location or close degree of the network connection, the sensor node is divided into a
number of regions with each known as a “cluster”. Each cluster is provided with a route in the
tree structure and is a sub-network as the star structure. The combined structure of this tree and
star network can effectively extend the coverage of network, enhance the signal strength of
network and reduce data loss, which can be used for monitoring larger region. When the region
monitored is small, the communication radius of the node can be completely covered and the
network structure can be simplified as the two-level star network.

There are three nodes in the whole network, i.e. the management node, cluster- he ogeand
sensor node. The management node is responsible for the data exchange betw th sensor
network and the internet. The acquisition task released by the host is forw@%e sensor

network, or the data collected by the sensors is forwarded to the\host, someti so referred to
as gateway.

In the system, two gateways are designed, i.e nversioﬁ%ajb ay for the sensor
network to the USB and for the sensor network to t MA hich are applicable to
the data transmission of the short-distance and t@tra long-dis respectively.

The cluster-head node has two functigns; ging ‘t ster sensor nodes and routing
forwarding backbone network data. The %&ement er sensor nodes mainly includes

the clock synchronization of nodes, r asing ac@ command receiving collection data
o

and data fusion, etc. Each sen |s conn a pressure measurement water level
sensor to collect water level in t|o o

The position of each no relativ , as the system will generally not be changed
after installation; thus,.th&ork str IS essentlally unchanged. Corresponding network
protocols can be d ased onithe characterlstlcs which can significantly improve the

transmission efficj h|Ie %er in scalability.

2.2. Design of System N

requirements of t dge monitoring system, the design of node shall comply with the
following: u)%g power consumption, good moistureproof performance, low cost, safety
and reliabilj ong communication ability and calculation ability. Typically, various indices
are r Iat@ ith each other, and the performance of one index will be reduced, if the
pe@nce of the other is improved. Thus, considering various indicators, it is more
importént to choose the appropriate combination point.

According to thg@b’racterisﬁcs of the wireless sensor network and some special

2.1.1. Design of cluster head node: The third-order headings, as in this paragraph, are
discouraged. However, if you must use them, it must be of 11-point Times New Roman,
boldface, initially capitalized and flush left, and shall be preceded by one blank line, followed
by a colon and your text shall be on the same line. The circuit diagram of the cluster head node
[7-10] is shown in Figure 2.
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Figure 2. The Circuit Dla of The G%er Head node

UPG2214 is an antenna switch w %ﬂn %;e ed to the receiver circuit and Pin 3
twi

connected to the transmitter c:| rcui nd P| o0 input control logics of the antenna
switch, and connected to the ¢ ondlng.o ns of Si1000. When Pin 4 is inputted high
level and Pin 6 inputted low n 5 is conne o Pin 1, conversely, connected to Pin 3. The
benefit of using the ante ch is t@tenna can be either used as a transmission or a
receiving antenna. Thu olum or nodes can be saved, as two antennas cannot be
used at the same time. , C13, 6 constitute a reception circuit, and L6 is connected to
two differential 4 P an f the Si1000 by bridge connection. Because the Si1000

A low noise a er (L he differential receiver, is adopted for Si 1000, it is better to
input a differen ygna%'Z

difference of#%. Cll—k&
difference of the si approximately 180 degrees. In the part of RF power supply of the
Si1000, C1, C2, &5 is used as a filter capacitor to reduce the ripple of the power supply.
L1, C9 and A2, C10 etc. compose PA matching. The microstrip line between C6 and the
antenna sh ieve the impedance matching of 50 ohms. The impedance matching is one of
the impo, dicators affecting the RF performance, and can be calculated by microstrip line
mo lation tool. In addition, 30MHz crystal oscillator in the circuit is used to provide a
refer frequency to the RF part, and 32.768 KHz crystal oscillator to the RTC (real-time

clock) in the chip.

en the RXP and RXN pins with the differential signal phase
combination can provide a signal to the Si1000, the phase

2.2.2. Circuit design of the temperature sensor: In order to avoid the analog signal from
being interfered during long-range transmission, the temperature sensor circuit is designed by
using the front-end digitized mode, the specific circuit [11-16] is shown in Figure 3.
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Figure 3. w it of T@perature Sensor

In the graph, the 16F6j)0§ of Microchip's PIC16 series, which integrates

10 bit AD converter and | MADS1110 is a single differential signal 16-bit AD
converter chip mtrod' ntegrates oscillator, internal reference source and
D er Slmmv%gnnectlon will be able to acquire differential signal. The

constant curre e compo 1240 and TLV2211 supplies power to the sensor. The
resistor R2 is a istor, whi onnected to the input terminal of the AD microcontroller to
collect temperatufre infor !
The circuit is so desi that the thermistor can collect temperature information, of which
the main reason is t temperature change has a great impact on the output of the sensor
when working. A ing to practical measure, there will be nearly 0.5cm/ °C temperature drift
even buyin%erm erature compensation sensor. To ensure measurement accuracy, it is
necessary temperature acquisition circuit to provide temperature compensation. The
sensor ir@rcuit is a differential pressure / bridge type pressure sensor.

2.2.3NDesign of the gateway circuit: USB is used to realize the data transmission and
power supply between the gateway node and the PC. But Si1000 only supports UART
communication, so Microchip's PIC18F14K50 is used as data conversion intermediary.
The data flows into 14K50 from the signal line D+ and D- of USB. After the protocol
conversion of 14K50, the standard interface TX and RX of the UART is formed to
connect Si1000. 14K50 can be powered directly by USB.

The CDMA module interface terminal has adopted the Huawei EM200 CDMA modules and
integrated UART, UIM card, antenna and other rich resource interfaces, which has supported
the standard AT command set. The EM200 module is connected with Si1000 through the UART
standard interface, which has achieved the data receiving and delivering between them. The
circuit diagram of EM200 CDMA is shown in Figure 4.
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3. Software Design

Two layers of nodes - the N th layer and @ +1th
explain the process of software. %

Iayéc%de — are taken as the example to
3.1. Detection Scheme for Wire ss@énsor No D
The flowchart of the N th layer no [17-19]@wn in Figure 5.

)
Q’Q |niga|4%

v
"N‘@ Readout the clock of the
N th layer node(local)
Wnt_inuously to the two variables
ID+ time series " RTC Hand RTC L
A@]ronous frame for 5s - -

. ¢ Send
Q Set the fifth seconds as "zero"| Y

“0x81+ RTC_H + RTC_L”
RTC starts timing i
Sleep 5000ms

Send
“0x82+ RTC_H + RTC_L”

.

Woake _the node by the Sleep(5000ms) and
N | RTCinterrupt event Listen(50ms) as a test
Sync++ period

<S>

Figure 5. The Flowchart of The N th Layer Node
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All nodes are in a low-power mode after being powered up, and the nodes of each layer
are not synchronized, so it is required to initialize the first synchronized action. The N th
cluster head sends continuously the “local ID + time series” synchronous frame, using the
momentary synchronization technology to synchronize the two layers of nodes to "zero".

The Sync is an unsigned char variable, which can track the growth of time. The initial
value of the Sync is 0, and every RTC interrupt makes the value of the Sync to plus 1. RTC
interrupt event occurs once every 5 seconds, so Sync with the value 60 means 5-minute
compensation.

When sending the local clock, to ensure that the N +1 th layer node can reliably receive
the time correction signal, it is necessary to send the same content twice.{ he time
information carried by the two transmission frame is identical, and the time dj IM the
physical layer needed to send two signals is 22ms. Header 0x81 and 0x82 rg‘%wto help
the lower nodes to distinguish the receive time correction signal which @ ent

The flowchart of the N+1 th layer node [20-21] is m Flg%

<G., C is.sﬁ )

g
4 Wake th by the
»| RTECnterrupt event

A ~Sync++
Yy

o]

Readout the clock of the
N+1 th layer node to the
RTC_value variable

Readout the clock of the
N th layer node to the

Set the fifth seconds as "zero" Serialcode variable RTC_value=D_value
) of the N+1 layer node v 1
1f0x81, serialcode+=22ms

Write RTC_value to

1f0x82,serialcode+=44ms the N+1 layer node

Sleep Readout the clock of the
- N+1 th layer node to the 3
RTC_value variable Sleep
Save D_value Calculate of the clock
And write serialcode difference of the two nodes
to the local clock D_value=RTC_value-serialcode

Figure 6. The Flowchart of The N+1 th Layer Node
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When receiving the ID header of the parent node, at momentary synchronization
mechanism, the node is synchronized initially with the upper layer node at first. When
receiving the 0x81 or 0x82 header node, between which the clock is proofread: the
difference D_value between the local clock and the upper layer clock is saved, and the
reference clock received from the upper layer is write in the CAPTURERN register of the
local RTC.

This layer node realizes one crystal offset compensation every 600 seconds: the local
clock minus D_value, and is then written to the RTC register to complete proofreading.

Since the listener window of the sensor node is 5ms, if the same 20ppm crystal is used,
the clock check is needed in the first minute, otherwise beyond the listener wiu%after

calculating
3.2. CDMA Wireless Network Access Program E

The CDMA module can be controlled by terminal m%tl.the Wmand so as to
achieve the wireless network access and the network hen the system
is operated, the CDMA module should be mmal‘ en it willNpe kept in the dial-up
waiting state. The terminal will connect with theMagon nexrI rough the PPP dialup.

The user name and the password are of ca pe. Af ching the Internet, it is
necessary to send the information of the @a/l tot é%gonltormg center through the
timing mode.

The AT command with the PPP /&%t -to- Wtocol) connection as well as the
return values can be shown a&@ i\

AT%ACCNT= card.card %

OK

AT%PPPOPEN @ \Q
9%CORC: #888. \

%PPPOPEN: 0 4%

%PPPSTA

OKAT%P ATU /] P
%PPPSTATUS: 0

3.3. CDMA Wire@@‘work Communication Program

When the termifal is connected with Internet through the CDMA network, the wireless
network co%%wication program will upload the GPS data parsed by terminal to the
monitorin ter through the Internet. The procedures of the wireless network

com% tion program of the monitoring center can be shown as: 1) the socket ()

fu is used to establish the socket; 2) the bind () function is adopted to use the socket
and th&'local IP address; 3) the listen () function is employed to connect the request; 4) the
accept () function is used to send and receive the data; 5) the fork () function is adopted to
derive the new child process and the terminal communication.

4. Clock Synchronization of Wireless Sensor Network

For health monitoring of bridge structure, the clock synchronization of each sensor
node is crucial for the bridge vibration mode analysis [23]. However, the physical clock of
the node various with the change of such external environments as temperature and
humidity due to crystal oscillator frequency, which may lead to deviation of clocks
between nodes, thus, fail to have common time benchmark [24]. Therefore, it is necessary
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to use TPSN (timing-sync protocol for sensor networks) algorithm [25] to realize the
clock synchronization of wireless sensor network before data collection. Similar with
traditional NTP protocol, two-time handshake exchange timestamp is adopted in TPSN to
realize clock synchronization.

TPSN can be realized by two stages. Firstly, layer discovery stage. In this stage, it is
necessary to firstly determine the root node. The base station node in the monitoring
system can be used as the root node of this stage and the level shall be set as 0. Then, the
wireless sensor network nodes shall be graded by the root node via broadcast grading data
package. The grading data package includes the sending node’s sole identification and
level. When the closest node of the root node receives the package, it will set its level as
1 and each level 1 node will continue to grade the data package until all pode$,in the
network are covered. In single hop application, when the node includes e%& station
node and a layer of wireless sensor network node only, all wireless sens@ ork nodes

will be set as level 1. The second stage is synchronizatign.stage. It isgs that node A
is the base station node with the highest level, and ta ing inf tion containing
1

node A and synchronization information package efg]'4 dre sent é&) he node B is used
as the wireless sensor network node in single and reCeives’ this package at T2.

Assuming that t is the time deviation of base,station node enor node, and d is the
round-trip time between them: %

T:T+t+/ Tt @
T, T—t+d2 s, _Q@/@ &\\

T\@T T+ T

Therefore:
Thus, the cloc@mhro ﬁof nodes can be completed by adding the clock

deviation on @ lock odes to be synchronized. To reduce the time delay
error caused b ess t PSN only marks timestamp after the MAC layer begins to
send signal. The test ed out on Mica platform shows that the average clock

synchronization deyi of TPSN is 16.9# s and that of RBS is 29.13 #s, which
demonstrates tha ock synchronization of TPSN is more accurate.
5. Energy, agement in Wireless Sensor Network

state, the wireless communication module is waiting for receiving, and other
I devices as CPU are in dormant state. The power consumption of the node is in
the minimum level. When the node is activated, the node collects, processes and sends the
data. When the node is changed from dormant to activated, it is said that the node is
awaken; on the contrary, the node is in dormant state. The node in dormant state will

s in the network are in inactivated or activated states. When the nodes are in
perlp%

. . . T . .
enable the timer with the time as the sample time $2™'¢, The node will be interrupted at
the specified time and awake the node; meanwhile, the after the node in dormant state
receives the data package, the node can also be awaken. With the data collection interval

T, . . . .
of the network s@™'¢ it can be divided into the following two parts:
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Where, Tres is the sleep time of the network and Tavtve is its active time. Thus, in

Tsamp'e, the average energy consumption of the node can be calculated by formula (1):
E.e = (ErestTrest T Eactivel,

rest " rest active actlve)/ sample (1)

6= Tact%
Assuming that sample

Formula (2) can be obtained by integrating with formula (1): x).

= (1_ 0) Erest + 6Eactive ( 2)

ave
According the features of the actual power consump@tﬁe n%g active and

formula (3) can be obtained from formula (2):
E ve = E

active
It can be known from formula (3) that, i ife cycl xe node, ¢ determines the
service life of the node to a certain e ccordin the actual requirements, the
é(en

service time of the network node can d &K inimizing the 0.
6. Conclusion <,

By using the technology of Iess sensor n@ and modern measurement, a network is built to
detect and monitor the safety brldge he structure of the bridge based on the real-time
data of monitoring sig t the dem the health monitoring of the bridge. It is important for
the bridge to avoid p(&%h safety rds, and so, it provides evidence for the management and

maintenance. The p owWs on the wireless sensor network technology, this monitoring
system is featur‘ all volum venient installation and real-time monitoring.
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