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Abstract A\)

This paper presents a novel and efficient method to enhance the ya ogness of a
Programmable Delay Line (PDL)-based True Random Ngmber G o/ (TRNG) by
introducing Metastability-based Feedback scheme. As %pal t the security of
sensor network, random number generator is one 0 p?pt t ity”primitives. At the
CHES2011 conference, a new method of ge ran% mbers by inducing
metastability using precise PDL and Pl (proportiofal<Integ rol has been proposed.
As the proposed TRNG could not achieve suffich[yandom ss ofits own, a filtering scheme
was used for higher entropy. Unfortunatel ntrinsi'c.gU acteristics of filters made the
throughput of the TRNG decrease b oximat \%. To preserve the original
throughput and attain a high level of r%%%n sent a simple solution that analyzes
the probability of outputs and & i@ g tim tastable state. The proposed scheme
shows high randomness in the&& randomness test suite without any of the throughput loss
caused by filtering. °\

Generator; Program elay Lines

1. IntroducQ Q:O

The need for random pseudorandom numbers is high in many security schemes for
sensor networks incllﬁ@g the generation of secrets, public keys, digital signatures, or
challenges in au jcation protocols. Traditional True Random Number Generators
(TRNGs) are b emn analogue design that amplifies white noise in circuits, but these are
not cost ef@@o due to a heavy custom redesign and an increased budget. Thus, the
popularity gital TRNG designs has increased because of their flexibility, fast time to

mar @reduced needs for custom redesigns.
er of digital TRNGs have been developed. Most designs contain ring oscillators,

whichYconsist of an odd number of logic inverters connected cyclically to form a ring, to
generate randomness from the associated jitters [8, 1-2]. In other approaches, TRNGs based
on metastability have been introduced. These use multiple single inverter rings, which
consists of an inverter and a multiplexer [9-10]. In such designs, the single inverter ring is
used as the ring oscillator and for inducing metastability. In 2010, lightweight TRNGs using
either a gate-level or transistor-level design was proposed. This method is based on
metastability whereby, when a circuit switches from a metastable state to a bi-stable state, the
output exhibits high entropy [3].

At CHES2011, TRNGs based on Programmable Delay Lines (PDLs), proportional-integral
(PI) control, and metastable state were introduced [11]. Compared with previous methods, the
TRNG provides precise control using an at-speed monitor-and-control mechanism. When the
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output leaves the metastable state, a closed-loop feedback system adjusts the delay of the
PDL. Finally, TRNG generates randomness while inducing metastability.

Nevertheless, the intrinsic nature of Pl control skews the output at the boundary of the
error range. For this reason, the output generates a predictable pattern that is skewed towards
the values of 1 or 0. The paper introduced a filtering to remove this drawback, but this system
but lowered the bitrate almost half of the original bit-rate. For an accurate and complete
TRNG, we should attain desired criteria including throughput and randomness.

Contributions

In this work, we propose a novel technique, named the Metastability-base ack
(MF) scheme that refers to the past probability of 1s and Os, and then aI more
clock cycles for the metastable state. Thus, the technique he td_ maintain
metastability state for a long period and to avoid the deter |r1|st|c KAS,& result, we
achieve high throughput together with high rando Our r utions are as

follows.
- We provide the PDL delay characterlstlc@n it |s ented with LUTs on

a Spartané FPGA.

- For the precise delay tuning, we@uce q& tlmal delay configurations
method using the propagation de % ort

- We introduce a Metastabilj scheme that has no losses of

throughput from the ﬂqﬂ

- The proposed TRNG is Tmpleme ﬁ?on a Spartan6 FPGA, and shows high
performance in NIS'@ndom ests [14].

This paper conta IIo wi gj ons Section 2 describes TRNG-related works,

before we mtroduc xper| I method for measuring precise delay in Section 3.
the g Metastability-based Feedback scheme. Our
Experimental ts arg; gm Sectlon 5, and the strengths of the proposed method

are discussed in Section ally we draw conclusions in Section 7.

proposed T sign.

thsthbility

Metastability is the ability of electronic circuits to persist for an unbounded time in a
metastable state [4]. The cause of metastability is the violation of the flip-flop's setup and
hold times. During the period from the setup time to the hold time, the input signal of the flip-
flop should not be changed. If the input signal is fluctuates, it can possibly trigger the
metastable state.

Traditional chip designers considered metastability to be a problem because it acts
unpredictably and generates system errors. However, metastability is currently used as a good
source of randomness, because uncertainty is the main priority of TRNGs. To force the flip-
flop into metastability, the Pl-based controller can be used to adjust the propagation delay
[11]. We use this basic concept of a metastable-based TRNG in this paper.

2. Related WOI@
In this se?ti%n, present related works in order to give a better understanding of the
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2.2. Programmable Delay Logic
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Figure 1. (a) Expected strucf§e of 3¢in LUT, (b) Symbol of PDL, (c,d) Coarse
and PDL usi single 6-input LUT

Majzoobi et al. Progra nﬁﬂe Delay Line to control the propagation delay of
LUT on FPGA chigNFigure 1. ‘V%the PDL proposed in [11]. The propagation delay of
PDL canbec choos]iﬁe gnal propagation path. Basically, the LUT is consist of
a set of S cell storing intended values and a tree-like structure of
multiplexers(MUXes) th;@a les the output of stored values to be selected depending on the
input signals. By choo e routing path, each stored values are come out in different ways.

Using above str'@p, they defined fine PDL (Figure 1 (¢)) and coarse PDL (Figure 1(d)).
By fixing the 4 jnptt.signals to 0 and using only 1 signal for delay control, the PDL is used to
finely contr&\%a« propagation delay. Coarse PDL is made by tying the 5 input signals.
However, the proposed method is not suited to all FPGA chip, because the routing path of the
LUT de<igh, which is determined by FPGA designers and manufacturers, is unpredictable.
Th%, a straightforward implementation of the proposed method is not desirable.

In this paper, we measure the all of the delay differences for all possible cases. In the case
of LUTS®, the five inputs alter the propagation path length and provide 25 = 32 discrete levels
for precise delay control. To determine the input signals for the fine and coarse tuning, we
find the smallest and biggest differences for each discrete level. The details will be introduced
in Section 3.

2.3. Proportional-Integral Control

A PI control is a loop feedback mechanism that calculates an “error” value as the
difference between a measured output and a desired set point [5]. The Pl aims to minimize the
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error by adjusting the process control inputs. The Final form of the PI algorithm is as
follows:

u(t) = MV(t) = Kpe(t) + K, [, e(z)dr (1)
where,
- K, : Proportional gain, a tuning parameter
- K, : Integral gain, a tuning parameter
- e Error = SP(Known ideal value)- PV(Measurable output) o
- SP: Known ideal value x)

- PV: Measurable output 62
- t: Time or instantaneous time (the present) '6 ‘ @

- MV : Manipulated variable 'Q x)

- ult) : Controller output Q »\x)

In [11], knowledge of PI control is ap@) a rfigni —and—control mechanism that
constructs a closed-loop feedback syste K ntrol probability information tracks

the output within the metastable state a co |ch is increased when the flip-flop
generates a "1' output, and decrease n the |s a "0'. The method seemed to offer
complete and flawless Pl contrﬂ% ver, W that to get into the metastable state, the
counter roams out of the boun of th tastable state. We introduce an efficient

countermeasure in Section 4@

2.4. Counter-based @;l g Sys %
In [11], to e he bias output sequence in a systematic way and eliminate
predictable pa a coumter- ased filtering mechanism was proposed. This method

evaluated the proportlon
After analyzing the pr
cause the non-met
rate is reduced to

method. \1

2.5. Pos essing method

@m number generators (RNGs) are designed to produce random numbers with high
entropy. However, due to variations in environmental conditions, RNG often give rise to
biased outputs. To remove the skewed and low quality outputs, various post-processing
techniques are conducted. A Simple Von Neumann corrector and a Linear Feedback Shift
Register (LFSR) are often used for post-processing due to their simple but effective
functionality [6-7]. Other methods include the use of an extractor function or one-way hash
function, such as SHA-1 [12, 15]. Considering the efficiency of implementation, we chose
von Neumann correction to balance the bit distribution and remove biased outputs.

currence of outputs that generate a biased and skewed result.
y of 1 and O at the specific counter value, the counters found to
state are filtered. As a result, the randomness increases but the bit-
oximately half. Therefore, we seek a solution to replace the filtering
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3. Experimental Method

In this section, we describe the experimental method used for the implementation of our
proposed TRNG. In [13], a delay measuring scheme for FPGA which utilizes ring-oscillator
was proposed and it motivated our experimental method. The development environments are
given in Appendix A. When we implemented Majzoobi et al.'s design [11], we could not
achieve successful operation. Through a series of experiments, we found that the delay
characteristics of the LUTs in our target FPGA had some minor differences with those
presented in their paper. Therefore, we needed to measure the exact LUT delays according to
various input signals. After measuring the delay, we chose the optimal control sigpal values
for the coarse and fine tuning, and then applied those values to the TRNG impleme%g@h.

3.1. Modeling the Delay Characteristics of LUTs Z
To measure the exact delay values for the input signa%e'LUT lemented the

ring oscillator (RO)-based delay measurement circuit sh

T

RO_EN &% \Q—
AD:\RESS) c’ \
DATA #2::‘12 l
FSM 8 . Faute | L
WE f 32 —:Lﬁ I-1 2
°\\A ﬁgister ) -
¥ Files 4\ :
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Figure 2. Ring@lator-based delay measurement circuit. The circuit under
test consists of 32 LUTs

regi that stores values for controlling the input signals of each LUT, a frequency
coun at counts the oscillation from the LUTS, and 32 serially connected LUTS. The short
delay path has a feature whereby the RO oscillates more frequently and makes the counter
increase. Though it is impossible to measure the precise delay in ps with our circuit, the delay
difference for each control signal can be estimated through iterative measuring processes.
Using the following process, we can measure the delay differences according to the position
of the LUTs and their input signals:

Step 1. Initialize all the memories in the register file to 0 (mod 32). Set "ADDRESS"
as 0 (mod 32).

Step 2. Enable the "RO_EN" signal.
Step 3. Count the number of pulses from the RO.

The CF Qs composed of a Finite State Machine (FSM) that controls the entire circuit, a
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Step 4. Disable the "RO_EN" signal and trigger the "DONE" signal.
Step 5. Increase "DATA" by one and write to memory by enabling the "WE" signal.

Step 6. Check whether "DATA" is 0 (mod 32); if so, go to Step 7, else reset the
frequency counter and go to Step 2.

Step 7. Increase "ADDRESS" by one.

Step 8. Check whether "TADDRESS" is 0 (mod 32); if so, end this procedure, otherwise
reset the frequency counter and go to Step 2.

2, the "RO_EN" signal is activated during the thousands of clocks. If the measur time is
too short, the delay differences are difficult to recognize. For this reason, thé c r needs to
be activated for a sufficiently long time. After collecti 50 exp results, the
average of the counters for all of the input signals corres n to each Ss is computed,
and the result is depicted in Figure 3. For readabili e ord&?
ascending order of average count for each address. gure sh@ws
input signal from the LUTS.

We repeated the same experiment for oth itions of~the LUTs and acquired similar
results. In experiments on another FPGA with sa del, the resulting pattern was
again similar. &

[ ]
When the "DONE" signal is triggered, the logic analyzer captures a counter \éaIWStep

-axis is sorted in
milar pattern for each
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Figure 3. Delay measurement results for each input signals of each LUTs

3.2. Finding Optimal Signals for Coarse and Fine Tuning

After identifying the delay characteristics of the LUTs for each input signal, we need to
find out the optimal input signal values for coarse and fine tuning. The input signals for
coarse control should have bigger delay differences than the signals for fine tuning. Even
though we observed the delay pattern in the previous experiment, we could not determine
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which input values should be used for coarse and fine control. Thus, we performed another
experiment, using the same circuit as in Figure 2 with a different procedure. At first, all the
values in the register file were initialized to 15(01111,), as this gives the biggest counter
value (i.e., the shortest delay) on average. Moving from the lowest address to the highest, the
values were changed to specific values for each measurement, and the counter was observed
each time. The detailed procedures is as follows:

Step 1. Initialize all the memories in each address of the register file to 15 mod 32
(01111,). Set "ADDRESS" as 0 (mod 32).

Step 2. Set "DATA" as 0 (mod 32). x).
Step 3. Enable the "RO_EN" signal.

Step 4. Count the number of pulses from RO. 6 z

Step 5. Disable the "RO_EN" signal and trigger thé@é" sig@

Step 6. Write "DATA" to the memory by enw W@Q

Step 7. Increase "ADDRESS" by one.

Step 8, Check whether "ADDRESS" i b@uod 32); %s%'go to Step 9, else reset the

frequency counter and go to Step 3° \
Step 9. Increase "DATA" by on

Step 10. Check whether " s 0 (m % ; if so, end this procedure, else set all
the memories in the re |Ie to 3‘5 d 32), reset the frequency counter, and go to
Step 3.
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Figure 4. Delay measurement results of varying the values of each input signal
from the LUTs
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As in previous experiments, we gathered the counter values in Step 5 using the logic
analyzer. Figure 4 represents the delay of the 32 LUTs during the experiments. From the
result, we selected 15(01111,) vs 22(10110,) as input signal values for the coarse control,
and 15(01111,) vs 11(01011,) for the fine control. Although 31 and 15 have the smallest
difference in counter values, these values decreased nonlinearly as the address increased. For
this reason, we chose 11 as the fine control value.

4. Metastability-based Feedback Scheme

In this section, we propose the Metastability-based Feedback Scheme to realize higher
randomness and throughput. Our approach is ensures a long time period for couﬁisyhlues
that give good metastable outputs, and a short time period for deterministic value

Figure 5 shows the detail of the Metastability-based Feedback TRNG imglemehtation. The

circuit is comprised of a PDL-based TRNG and a probabilit@lyzer. Q)
NaN A

J - . b - >) “Von —>
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Figure 5. Circuit Layout of the TRNG using the Metastability-based Feedback
scheme

The probability analyzer incorporates a matrix of flip-flops (memory), row enable decoder,
next address predictor, Hamming weight calculator, down counter initializer, down counter,
and a zero comparator. In the probability analyzer, we introduced a cache-like structure to
store the history of outputs from the TRNG according to the counter values. To analyze the
probability of 1s and Os for each counter value, we need to store their output values in
memory. However, it is impossible to maintain memories for all counter values because of the
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cost of chip size. By analyzing the patterns of counter values in the steady state, we noticed
that the counter values rise and fall in a small range (the difference between maximum and
minimum values was 6~12), and we considered the structure of the cache memory. Part of the
lower bits of the counter value is used for the memory address. The output values from the
TRNG are fed into the Most Significant Bit (MSB) of the memory, and all bits in the entry
are right-shifted (the Least Significant Bit (LSB) will be lost).

The down counter determines the period for the next counter value. It is initialized by the
down counter initializer, and its value decreases with every clock cycle. When the down
counter reaches zero, the binary counter is enabled by the zero comparator and the next
counter value calculated by PI control is written to the binary counter. A % o

The initial value of the down counter is determined as follows: First, the addkess ictor
calculates the next counter value by analyzing the output bit of the TRN % as the
ounter, but

we have extracted it in the diagram for a clearer und
counter value as a memory address, the output history of
Hamming weight calculator. Third, the Hamming xve{oR calculato ermines how many
bits in the memory are set. Finally, the weight calc %

from the Hamming weight, and gives a large initial value for m Hamming weight (in the
case of equally distributed 1s and 0s) and a s@tlal valu%)r he minimum and maximum
Hamming weight (in the case of biased 1s" a&

current binary counter value and its sign (this process is mclided in the

5. Experimental Results %

In our experiments on the ablllty ba edback method, the following parameters

are used:

- Number of LU'E6 Ts for p path 64 for the bottom path. Half of each path
is used for co ng and er half is for fine tuning.

- Size of unter counter consists of 11 bits, including 1 bit for the sign.

- Memor for the Output History : The least significant 4 bits of the counter
value are used for emory address, and there are 2* entries in the memory. Each
entry has 16 bit lock.

- Clock Assi t according to the Probability of 1s : Please refer to Table. 1

1. Clock assignment according to the probability of 1s
O Hamming Weight Clock Cycles

@ 0, 16 1 clock
1,15 8 clocks

2,3,13,14 16 clocks

4,511, 13 32 clocks

6,7,9, 10 64 clocks

8 128 clocks
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Figure 6. Waveform of the implemented TRNG

Figure 6 shows a waveform captured by the logic analyzer. The signal "binarycounter.' is
the output value from the binary counter, and the signal "sign" is its sign. M the
hamming weight of the data in the memory addressed by the next counter va (%’ address
predictor. The signal "downcounter" is the current down cgg:er value @ut" contains

random bits generated by the TRNG. In Period tT1e content was

1101001010011010, at address -437, and 000000 {]@ 04 . After period (a),

the output 1 updates the value of address -437 to @1 010 2. During period (a),

when the "downcounter" reaches 0, the probability” of 15% next counter value is

calculated from the Hamming weight of the @The c@t alue of the binary counter is
n

-437 and the output of the TRNG is 1, < ext counter value should be -436 and the

Hamming weight of the next counter \@ @4 .@berefore, there was a sequence of 16
zeros when the binary counter was -436,Yand asgE em is in the non-metastable state, the
time allocated for the value -436sig assigned for oneclock cycle. In period (b), the time for the
next counter value -437 is determined Witﬁh& clock cycle. Because the output value is 0,
the next binary counter v ould b \@V and the figure shows that the Hamming weight
of the historic value\f:? e binary counter -437 is 9. According to Table 1, a Hamming
weight of 9 gives Qq k cy@the next counter value. Thus, the next "downcounter"
value can be 6 eriod (c). Finally, during period (d), the metastable state is maintained for
the 64 clock cyctes’and tI‘%@MG output keeps switching.

Table 2. NISTR ness tests. The minimum pass rate for each statistical
test is approximately 96
Vi

s&@l Test Result | Prop P-Value Bit Length | Block Length

e (%)
Frequeneyy PASS 97 0.00136 4,096 -
F ey Within blocks PASS 100 0.0519 131,072 128

ulgtive sums PASS 96.5 0.429 4,096 -

Rung PASS 98 0.7197 1,023 -
Longest run within blocks PASS 99 0.3669 16,384
Binary Rank PASS 98 0.3191 1,000,000
FFT PASS 98 0.6579 1,000,000 -
Maurer’s universal test PASS 98 0.0062 1,000,000 7
Random excursions PASS 100 0.1540 1,000,000 -
Random excursions Variant PASS 100 0.1397 1,000,000 -
Linear complexity PASS 100 0.3191 1,000,000 500

Table 2 shows the result of NIST randomness tests [14]. In the NIST randomness test, the
original sequence from the TRNG does not achieve a high level of randomness. Thus, we
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applied the von Neumann corrector. Although the random outputs caused by the metastable
state are unpredictable and seem to be a truly random sequence, some tests failed. For a
performance comparison, we also implemented the design in [11] on a Spartan6 FPGA. The
test results are presented in Appendix B, and show that our scheme passes more randomness
tests than the previous design.

6. Discussion

Figure 7 presents counter values and associated bit probabilities measured in the range of
fluctuation. The upper graphs in the figure represent counters associated wi h\dﬁtput
probability of 1. After accurately measuring the delay and tuning the PDL madulé, the delay
is well-controlled and Pl controller efficiently forces the‘%‘rcuit to theimetastable state.

However, due to the variability of environmental conditi e cou rovides opposite
output probability. The lower graphs show how our d “ind metastable state.
Majzoobi et al.'s result gives a normal distribution , hich4mean$that the highest value

doesn't have a huge gap to adjacent values. However; our m‘eﬁ? counter value is highly
concentrated in the middle, metastable state, é&t the .nortdeterministic state occurs more

often than the deterministic state. '\
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Figure 7. Distribution of the counter values and associated output
probabilities. Left-hand graphs show results using out method, right-hand
graphs show results of Majzoobi et al.
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Figure 8 describe the distribution of counter fluctuations. I the case
state is constructed at 120, so the counter values wbrate n 11
exhibits a shorter width of fluctuation. The value A‘“ ated be

and the counter values between 437 and 439 are obs ethod has a higher

possibility of entering the metastable state.

Table 3 shows the efficiency of throughput. G@ynethod ggxgghput is reduced to 21.15%

after applying von Neumann corrector. Int of M i et al., the original output is
reduced to 19.17% which means thelr gener ore biased, skewed, or constant
pattern than our proposed method. Ho e r| utput does not provide a high level
of randomness, so a fllterlng sho applled After conducting a filtering
method, the size of the orlgl trate dec aseg’to 9~18%. These results show that our

method guarantees a higher t@ughput than& methods.

Table 3. Co @n of thro put efficiency. The table presents the
proportion of farddom bits_kemaining after post-processing. Letters in
parentheses re@redents tm@ ition of the filtering system. Filter (a) includes
outputs whé e counter is7120; Filter (b) includes 119, 120, 121 and Filter (c)
includes 1187119, 1 1 and 122 when counter 120 is estimated to be the
metastable state

Methods A -~ Original (%) Filtering(%) Von-Neumann corrector
This paper Y 100 - 21.15
Orrg;%, 100 - 19.17
[11] Fi ] 100 23.62 9.22
(b) 100 62.82 16,65
e “Filter(c) 100 86.17 18.14

7. Conclusion and Future Works

In this paper, we proposed a novel method for enhancing the randomness and throughput
of the TRNG. By assigning a higher weight to counter values that emit metastable outputs,
our system achieved a high level of randomness without losses from filtering.

With the TRNG implementation proposed in [11], we could not get the same experimental
result, due to the use of a different FPGA target and its LUT delay characteristics. To support
that our implementation, we presented experimental results for the delay characteristics of our
target FPGA and selected the optimal control signal value for using the LUT as a
Programmable Delay Buffer.
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Though the TRNG outputs random-like bits, the sequence of output bits does not provide
enough randomness for the NIST randomness test. In [11], a filtering method for counter
value that gave non-metastable outputs was applied. However, such a method decreases the
throughput of the TRNG. Therefore, we proposed the Metastability-based Feedback scheme.
In this method, the output history of each counter value is stored in a cache-like memory
space, and this is used to predict the probability of 1s and Os for the next counter value by
calculating the Hamming weight of history bits. The Hamming weight determines how many
clocks the next counter value can sustain. We have given the lowest priority to the counter
value that gives non-metastable outputs. The proposed scheme exhibited better results than
the previous scheme in terms of both randomness and throughput. o

Unfortunately, all of the schemes in our paper (ours and even Majoobi et 'M not
passed some test, which were not stated in this paper (e.g. non-overl iargmnplates,
overlapping templates, approximate entropy, and serial), in NIST Statisti¢al uite. To

pass the tests, some advanced technique is required to b%g dsed I% eover, in our
t u
bi

experiments, the TRNG did not pass the test withou n Ne corrector. The
Metastability-based Feedback TRNG outputs truly d rando s, but these patterns
may not meet the test requirements. Neverth a ne %ﬁ d of enhancing the

randomness of TRNGs should be studied. :
Acknowledgements O \%

This work was supported by the @rial trategie’ Technology Development Program
(N0.10043907) funded by the Mirﬂm@ wledge% y (MKE, Korea).
° %
[1] J. Goli¢, “New methods AQr \gigital gener&d postprocessing of random data”, IEEE Transactions on
Computers, vol. 55,
[2] B. Sunar, W. Margi
tolerance to aetivg
[3] J. Wu and

(2010).
[4] T. Chaney and C. Molnar

References

[5] S. Bennett, “A Hi
[6] J.von Neumann, ious Techniques Used in Connection with Random Digits”, Nat. Bur. Stand., (1951).

. Vanstone and P. C. V. Oorschot, “Handbook of Applied Cryptography”, CRC Press,

[71 A.J Me ,S.
Inc., Boc %ﬁ FL, (1996).
[8] M. Dich@ J. Goli¢, “High-speed true random number generation with logic gates only”, Proceedings of

n Cryptographic Hardware and Embedded Systems, (2007).

in, L.Hars, R. Krasinski, M. Rosner and H. Zheng, “Design and implementation of a true random

er generator based on digital circuit artifacts”, Proceedings of Workshop on Cryptographic Hardware
and Embedded Systems, (2003).

[10] I. Vasyltsov, E. Hambardzumyan, Y. S. Kim and B. Karpinskyy, “Fast digital TRNG based on metastable
ring oscillator”, Proceedings of Workshop on Cryptographic Hardware and Embedded Systems, (2008).

[11] M. Majzoobi, F. Koushanfar and S. Devadas, “FPGA-based true random number generation using circuit
metastability with adaptive feedback control”, Proceedings of Workshop on Cryptographic Hardware and
Embedded Systems, (2011).

[12] B. Barak, R. Shaltiel and E. Tromer, “True random number grnerators secure in a changing environment”,
Proceedings of Workshop on Cryptographic Hardware and Embedded Systems, (2003).

[13] P. Sedcole and P. Y. K. Cheung, “Within-die delay variability in 90nm FPGAs and beyond”, Proceedings of
IEEE International Conference on Field Programmable Technology, (2006).

[14] NIST, “A statistical test suite for the validation of random number generators and pseudo random number
generators for cryptographic applications”, (2010).

[15] N B. Junand P. Kocher, “The Intel Random Number Generator”, (1999).

(9]

Copyright © 2014 SERSC 247



International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.3 (2014)

Authors

Donggeon Lee

He received the BSCE degree from Pusan National University, Busan,
and Republic of Korea in 2009, and he received the MS degree in
Computer Engineering at Pusan National University in 2011. He is in
PhD degree in computer engineering from Pusan National University.
His research interests include information security, VLSI implementation
of cryptographic algorithms, side channel attacks & counterme%.,

Hwajeong Seo 6 E
He received the BSEE degree fror@.Natio@uversity, Busan,
and Republic of Korea in 2010,,% re% e MS degree in
j ers

Computer Engineering at Pusal | Univ /He is in PhD degree
in computer engineering from M‘% niversity. His research

interests include sensor n ks mfo n security, Elliptic Curve
Cryptography, and RFI é

% @

Howon Q‘Q)& %\
He receivetithe BSE gree from Kyungpook National University,
Daegu ublic in 1993 and the MS and PhD degrees in
ct nd ele% engineering from Pohang University of Science
olog (P ECH), Pohang, Republic of Korea, in 1995 and
, respec . From July 2003 to June 2004, he studied with the
SY gro e Ruhr-University of Bochum, Germany. He was a
seni ber of the technical staff at the Electronics and
Telewications Research Institute (ETRI), Daejeon, Republic of
K e is currently working as an associate professor with the
rtment of Computer Engineering, School of Computer Science and
gineering, Pusan National University, Busan, Republic of Korea. His
research interests include RFID technology, sensor networks, information
Q security, and computer architecture. Currently, his main research focus is
on mobile RFID technology and sensor networks, public key

Q cryptosystems, and their security issues. He is a member of the IEEE, and
the International Association for Cryptologic Research (IACR).

248 Copyright © 2014 SERSC





