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 Abstract 

Finding research papers about particular topic of study is the most time consuming activity 

for many people including students, professors and researchers.   People doing research have 

to search, read and analyze multiple research papers, e-books and other documents and then 

determine what they contain and discover knowledge from them. Huge available resources are 

in the form of unstructured texts format of long text pages which require a long time to 

process, search, read and analyze. Organizing research papers in their respective subjects or 

topics can facilitate the search process. We propose a new method to research paper 

organization and retrieval that is amenable to closely research papers and intertwined 

research topics. With our centroid and relationship based clustering approach, research 

papers are arranged and grouped within the most probable research topics or subjects. To 

determine topic membership, the proposed approach considers relationships such as common 

terms in paper title, in keywords, in referenced titles and common terms in the top frequent 

sentences. To solve the high dimensional problem associated with text document, only most 

important information of the paper is considered and we leverage on multi-word and frequent 

occurring phrases as the features in clustering process. Conducted experiments show that our 

approach is effective. 

 

Keywords: centroids selection, research papers, paper clustering, paper relationship, multi 

words features, important information 

 

1. Introduction 

A considerable amount of research is being conducted by many people (researchers, 

students, professors etc) everyday. Finding information about a specific topic consumes 

appreciable amount of time due to the high volume of available resources. Given the high 

number of researches and the increasing amount of information on the web, it becomes very 

important to organize this large amount of information into meaningful clusters referenced by 

distinct categories. Faced with such large data sets, it is very difficult to find the desired 

information quickly and accurately. Therefore, there is a need to avail automated processing 

methods for such large amount of information so that it is accessed fast and accurately. Text 

mining is defined as an intelligent text analysis, text data mining, or knowledge discovery in 

the text [2].  

Typically text mining tasks include information extraction and text clustering [7], text 

classification, information retrieval and text summarization. Researchers have put a lot of 

interest on mining data that are in the form of structured format where they assume that the 
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information to be mined is already in the form of a relational database [5]. Unfortunately some 

research papers, e-books and news articles are in the form of unstructured format which is not 

easy to apply data mining or knowledge discovery directly. It needs other processing 

techniques to allow data mining to be applied. A large amount of data available on Internet is 

in the form of unstructured long text documents. This information is being read and analyzed 

by many different people for different purposes like knowledge discovery, for decision-

making and knowledge management through text mining. Text Mining as the automatic 

discovery of new, previously unknown useful knowledge from unstructured text  starts by 

extracting information (facts and events) from textual documents and then enables traditional 

Data Mining and data analysis methods to be applied. Document clustering (also known as 

text clustering) is one of the most important text mining methods that are developed to help 

users effectively navigate, summarize, and organize text documents [6]. 

The readers of scientific papers are usually spending a long time on the Internet in 

searching of papers and sometime are bored because the information they are looking for is 

not retrieved efficiently due to the fact that the papers are not grouped in their topics for easy 

and fast access. For example for some journals, research papers are not arranged in their 

respective topics but only grouped by volumes and numbers which make it difficult to get 

related papers. In this paper we propose a centroid and relationship based research paper 

clustering in which we group similar papers based on their relationship, which means that 

papers that are similar (based on the same topic) are grouped together. The papers are grouped 

and managed for the benefit of the reader in order to get them efficiently and easily. The 

method tries to solve the high dimensional problem of text document by reducing the research 

paper documents into small size for fast processing.   

As clustering is especially useful for organizing documents to improve retrieval and support 

browsing [3], we can use it to group research papers. Because we want to have meaningful 

cluster topics, we use multi word features in clustering process in such way that initial 

centroids are made of phrases. Another feature in our method is that we do not need to process 

full text of paper, since it is a time consuming work, we only need a little important 

information of the paper which is enough to represent the paper’s information. In automatic 

techniques for subject classification of research paper documents, a simple approach is 

to do a keyword based search for subject term or some of its synonyms in paper’s title, 

keywords, and full text. On one hand, title and keywords provide only limited 

information which may lead to inaccurate decision and on the other hand, processing the 

whole text of a paper also takes a long time [9].  

Our goal is to consider paper’s little information which is relevant enough to provide 

accurate decisions. We believe that research papers can be related in term of common 

term in their titles, in common keywords; in common frequent sentences and common 

referenced titles (cited papers). This information can be a good resource to group similar 

research papers together.  In this paper we want to enrich the paper’s title information by 

considering other information much related to the paper’s title instead of considering 

title and keywords only or the whole full text paper.  Some previous proposed 

algorithms on text documents treat each document as a bag of words [19]. In practice, 

the bag-of-words model is only effective for discovering the relatedness between 

documents when these documents share a large proportion of lexically equivalent terms 

[31].  

In our method, we only use the bag of words method to get frequent words which will 

help us to get frequent sentences. Subsequently, we treat research documents as 
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sequence of words with associated meaning [16]. Grouping research papers in their 

respective topics or subjects will help the reader to retrieve them easily and efficiently. 

 

2.  Related works  

Clustering of text documents is a central technique in text mining which can be 

defined as grouping documents into clusters according to their topics or main contents  

[22].  Luo et al. [6] defined the problem of document clustering as follows: given a set 

of documents, they can be automatically grouped into a predetermined number of 

clusters, such that the documents assigned to each cluster are more similar to each other 

than the documents assigned to different clusters. In other words, the documents in one 

cluster share the same topic, and the documents in different clusters represent different 

topics.  This automatic analysis can be useful in many tasks. It can provide an overview 

of the contents of a large documents collection.   

Another benefit of clustering [2] is that documents can appear in multiple subtopics, 

thus ensuring that a useful document will not be omitted from search results.  Text 

clustering has been used in many applications such as text summarization [11-13], 

navigation of large document collections and organization of Web search results. 

Mohsen [9] introduced a novel supervised approach for subject classification of 

scientific articles based on analysis of their interrelationships. He exploits links such as 

citations, common authors, and common references to assign subject to papers. In his 

method, he first builds a graph of relationships in which nodes represent papers and 

links represent the relations such as citations, common author, and common reference. 

Then a new algorithm based on electrical conductance to see for a given subject, how 

much each node in graph is relevant to that subjected was proposed. His algorithm 

measures the quantity of flow each node receives from the nodes having the given 

subject. He believed that knowing subject class of more papers can help to classify 

others more accurately.  

Derek Greenee et al. [29] proposed a review mechanism for the research themes 

covered in European Conference on Case-Based Reasoning (CBR) in 2008 and identify 

the topics that are active at the moment. In their approach, research papers are clustered 

based on both co-citation links and text similarity. In their experiments on identifying 

and clustering similar sentences from one or multiple documents of news articles, 

Marques et al. [14] proposed an evaluation framework based on an incremental and 

unsupervised clustering method which is combined with statistical similarity metrics to 

measure the semantic distance between sentences. Their approach detects and clusters 

similar sentences of texts written in Brazilian Portuguese. Their approach is limited on 

working only for text written in Brazilian Portuguese and also works for only news 

articles. Bader et al. [31] proposed a document clustering of scientific texts using 

citation contexts. In their method, they proved that using citation contexts can provide 

relevant synonymous and related vocabulary which can help increase the effectiveness 

of the bag-of-words representation for clustering related scientific texts. For the best of 

our knowledge there are no proposed methods that cluster research papers in their 

respective topics using a little information (most important information) for easy 

retrieval and fast processing.  
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3. Centroid and Relationship based Clustering Method 

In grouping related research papers together, some journals and conferences ask 

authors to select one or more subjects from a list of subjects when they are submitting 

the paper. And in some other journals and conferences the task of grouping research 

paper is done manually and the papers are grouped based on their titles only.  

 In some journals papers are not arranged in their respective topics but only grouped 

by volumes and numbers which make it difficult to get related papers. They should be 

grouped in their topics for easy retrieval. Generally, we believe that a title summarizes 

the important content of a document [4]. But the effectiveness of this method depends on 

the quality of the title. In many cases, the titles of research papers do not represent the 

contents of these documents well. For that we believe that the information of the paper’s 

title, though necessary, is not sufficient to determine a paper’s topic . We suggest that 

clustering academic papers using title and its most related parts can reduce text 

dimension and produce better further processing. Our algorithm considers paper’s title 

and its related paper information such as its keywords, its related top frequent sentences, 

and its most similar references in clustering research papers. The proposed approach 

considers the following features:  

 

3.1. Information extraction  

A starting point for computers to analyze unstructured text is to use information extraction 

[2]. We believe that the most characteristic factors, which describe a research papers, are the 

meaningful word sequences mentioned within the paper. 
 
In order to reduce the dimension of 

the data for fast processing we have to extract only meaningful important information of the 

research papers based on their contributions to the research paper. Actually the title of the 

paper can describe the topic of the paper and Mock [10] believed that terms occurring in 

the title have higher weights. But in some cases, paper’s titles do not describe the topic 

of the paper well, so in such cases we have to get other information to support the title from 

the rest of the paper. Other important information of the research paper we are considering in 

our approach is paper’s keyword, top frequent sentences and the most similar references to the 

paper’s title. The details of how this information is extracted are given in Section 4.2.  

 

3.2. Paper relationship  

    Another feature that is used in this approach is the paper relationship analysis. Mohsen [9] 

exploited 3 relationships such as citations, common authors, and common references to assign 

subject to research papers. The research papers can be related to each other and their relations 

exist in common words in titles, common words in keywords, in common words in frequent 

sentences and in common referenced papers. So using this information to group similar papers 

together can reduce the processing time and achieve better results. We consider 4 relationships 

namely: common words in paper title, common words in paper’s keywords, common words in 

top frequent sentences and common words in most similar references to group similar paper in 

the same group. A similarity measure is used to measure the similarity between papers, based 

on their relationships. 
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3.3. Multi word features  

In previous researches, text documents are considered as bag of words [19], word or term 

has been used in clustering text document but recently methods [16, 18] used multiword 

features in clustering or classifying textual document.  

    Clusters produced with multiword features are meaningful than ones produced by single 

word clustering. A phrase (multi-words) is meaningful to the clustering result only when it is 

shared by at least a certain number of paper documents.  In term of research paper, a phrase is 

more meaningful than a single word. In this paper, we consider only phrases because they 

have specific meaning than single word which has a broad meaning.  For example the word 

information is a broad word, but phrases such as information extraction, information security, 

information sciences, information retrieval, etc are more specific.  We consider only phrases 

because they are more specific and have specific meaning that single words.  Section 4.3 gives 

more details on this. 
 

 3.4. Centroid based clustering 

      In many previous methods, K-means has been used and reported to perform well [6, 13, 

23]. The k-means algorithm is based on the idea that a centroid can represent a cluster. The k-

means algorithm starts with initial cluster centroids, and sentences are assigned to the clusters 

iteratively in order to minimize or maximize the value of the global criterion function [6]. We 

adopt this algorithm in grouping similar research papers. The proposed approach is executed 

in two modules as shown in Fig. 1.  In the centroid selection module, we extract the needed or 

most important information which includes useful features that will be used in clustering 

Module. In clustering module we use relationship features in assigning paper to their 

respective topics. 

 

 

Figure 1.  The proposed approach diagram 
 

Each of the process of Figure 1 is explained in the following sections in detail. 

Onli
ne

 V
ers

ion
 O

nly
. 

Boo
k m

ad
e b

y t
his

 fil
e i

s I
LLEGAL.



International Journal of Multimedia and Ubiquitous Engineering 

Vol.9, No.3 (2014) 

 

 

224  Copyright ⓒ 2014 SERSC 
 

4. Feature Extraction and Initial Centroids Selection 

In all clustering method, features extraction has to be done so that the best features are 

selected to be used in clustering process. The proposed approach follows the following steps 

as mentioned in Figure 1.  

4.1 Preprocessing  

In this step, we have to prepare the research paper for processing by removing noisy 

data that can affect the clustering results.  Stop words removal, stemming and sentence 

boundary determination are performed during this stage. 

4.2 Important information extraction or Feature selection  

We all know that research papers are made of high dimensional text and take long 

time to process; we want to reduce this high dimension by only considering little 

information which is very important.  In this step we have to select all features that are 

useful in our clustering method. The paper’s title and its keywords are the most significant 

to the paper and sentences containing title‘s terms and keywords are relevant so that we can 

consider them in clustering method.  

Generally, the similar sentences to the title contain important terms [8] for paper 

clustering. Information in which we are interested in bears relationship with the paper’s title 

and keyboards. Such information will frequently appear in a number of sentences and is 

common among a number of references.  In selecting top frequent sentences to be extracted, 

we first treat each research paper as bag of words to help us to get the top frequent words and 

then we treat the paper as a sequence of word [16].  The extracted top frequent words will help 

to get the top frequent phrases or sentences most similar to the paper’s title. That means that 

sentences containing those frequent words are of great concern and using similarity measure 

only sentences much highly related to the paper’s title and keywords are extracted.  

When authors write a research paper, they cite some other related papers in which they refer 

to them which means that their topics are similar or related, we consider this feature as 

information related to paper’s title and use it to support the title’s information. In the same 

way, using a similarity measure, we measure the similarity between paper’s title and all 

references and then only most similar references are considered. The needed information is 

extracted as follows:  

For every paper in the collection, we first extract its title and keywords.  We use TF-

IDF (Term Frequency-Inverse Document Frequency) to get top high frequent terms or 

words for each paper. That is 

wij = Freqij  where wij is the weight of j
th

 term in i
th

 paper document and Freq ij  = the 

number of times j
th

 term occurs in a document. Terms with more weight are selected as 

frequent words. 

Term are selected based on a given threshold or percentage.  Then we extract 

sentences containing those frequent words using algorithm 1 as shown in Figure 2. 
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Figure 2. Top Frequent sentences extraction algorithm 1 
 

Among picked sentences only sentences very similar to the title  (at a given threshold) 

are selected and be used in topics selection.  

The similarity between title and each extracted sentences is measured and only those 

similar to the title are extracted.  The title and each extracted sentence are represented as 

words sets and Dice similarity measure [25] is used to measure the closeness of the 

sentences to the title. 

 If T is the title and S is a selected sentence then 

)/()(2max(arg),( STSTSTSim   

The calculated values are normalized into values between 0 and 1 by a maximum 

value.  In the same way, the similarity between paper’s title and each reference is 

computed and only most similar references are selected to be part of cluster centroids.  

If T is the title and R is a reference then 

)/()(2max(arg),( RTRTRTSim   

Other sentences which are selected are those ones containing keywords. The same 

algorithm is used to extract sentences containing keywords as shown in Fig. 3. 

 

 

 

 

 

 

 

 

Figure 3. Top frequent sentences extraction algorithm 2 

 

Sentences that contain keywords are all retained and together with extracted frequent 

sentences similar to the titles (extracted by algorithm 1) are used in initial centroids 

selection. After this step the concerned important information we have is the title, 

Keywords Kn = { k1, k2…….kn ) 

All sentences of the paper= Sn= {s1, S2………….sn) 

Output: 

Selected T sentences 

Steps 

For all Kn 

For all Sn 

If Sni contains Knj 

Extract Sni 

End For 

End for 
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keywords, most frequent top sentences and top similar references related to the titles 

from which we have to select topics or centroids. 

4.3 Phrase extraction: Lee et al. [1] described his concepts and assumptions that the 

fundamental unit of text is a word. Words are comprised of characters, and are the basic 

units from which meaning is constructed. By combining a word with grammatical 

structure a sentence is made. Sentences are the basic unit of action in text, containing 

information about the action of some subjects. Since phrases or sentences are considered 

more meaningful than individual words, a phrase match in the document is considered 

more meaningful than single word matches [17]. With assumption that it is unusual for 

the phrase which is not about the topic of a document to repeat more  than two times in 

the document, we use phrases in our clustering algorithm in order to get meaningful 

topics or centroids.  

     We adopted phrase instead of single term because in a text document, a phrase 

meaning is more meaningful than a simple word meaning. In our method, each selected 

features such as  title, frequent sentences and most similar references in step 2 is viewed 

as a sequence of words, so that it can be represented as T={w1 ,w2 ,w3 ,...), where w1 ,w2 

,w3 ..are words appearing in T. An ordered sequence of two or more words is called a 

phrase. Phrase feature is used to determine the topics in which papers are ta lking about.  

Paper’s keywords are already in the form of phrases  as written by authors, we use them 

as they are, only from titles, references and extracted sentences we have to extract 

phrases. We adopted Wen [18] method as it was reported to perform well in multiword 

extraction as follows: Given two sentences S1 and S2 and we want to extract meaningful 

phrases from them. 

 

 

Figure 4. Phrases extraction algorithm 

And then the initial centroids or topics are selected among extracted phrases and 

keywords as described in the next section. In the next section we will treat both 

extracted phrases and keywords both as phrases. 
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4.4 Initial Centroid selection 

    It is not easy to determine the initial centroids of clusters for text documents. Many methods 

have been proposed in estimating number of clusters centroids such as random selection and 

buckshot. The random algorithm randomly chooses k documents from the data set as the initial 

centroids [26].  The buckshot [27] algorithm picks  nk  documents randomly from the data 

set of n documents, and clusters them using a clustering algorithm. The k centroids resulting 

from this clustering become the initial centroids. It is known that the clustering algorithms 

based on this kind of iterative process are computationally efficient but often converge to local 

minima or maxima of the global criterion function. There is no guarantee that those algorithms 

will reach a global optimization [6]. 

 We want to have a good set of initial cluster centroids in order to overcome this problem 

and get better clustering results. 

      In this step, the frequency of each selected phrase is computed and only top frequent 

phrases at a certain percentage are selected to represent the cluster centroids.  

Usually, short multi-words refer to the general concepts in the documents and long multi-word 

is a subtopic of these general topics [18].  After extracting multi-words from paper documents, 

we need to represent the documents using these multi-words. Actually, there are some 

overlapping among the extracted multi-words where some short multi words are subset of long 

multi-words, for example if “remote sensing applications” and “remote sensing” were 

extracted , we will consider remote sensing to be used. Short multi-words are selected to 

represent cluster.  

 

5. Papers Clustering  

      The most important factor in a clustering algorithm is the similarity measure. All 

clustering algorithms are based on similarity measures and each clustering method use a 

similarity function. Before clustering, a similarity/distance measure must be determined [23].  

Many methods have been proposed to measure the similarity between words, sentences 

paragraphs and documents [25]. 

      Document similarity is often represented by the Vector Space Model (VSM) where 

documents are represented by the bag of words, and the meanings of documents are presented 

by vectors. A well-known similarity measure is the cosine function, which is widely used in 

document clustering algorithms and is reported to perform well [24]. Sentences are 

represented by a vector of weights while computing cosine similarity. The cosine function can 

be used in the family of k-means algorithms to assign each document to a cluster with the most 

similar cluster centroid in an effort to maximize the intra-cluster similarity. 

In many previous methods, K-means has been used and has been reported to perform well 

[6, 13, 24]. The k-means algorithm is based on the idea that a centroid can represent a cluster. 

The k-means algorithm starts with initial cluster centroids, and sentences are assigned to the 

clusters iteratively in order to minimize or maximize the value of the global criterion function 

[6].  In order to achieve high efficiency of our method, we have also chosen cosine similarity 

as it has found performing well.  

After getting the initial centroids, in the next module we have to group similar papers in the 

same cluster. As it was done in features selection and initial centroids selection, each research 

paper has to follow the same steps until it is clustered as shown in Figure 1.  

In order to reduce the paper’s information, only most important information is considered 

and only extracted phrases are compared with the selected initial centroids, the paper is 
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assigned to the clusters is more similar according to the similarity values (at certain 

percentage).  

Considering the content of many research papers, it is very clear that a research paper can 

belong to more than one topic that is why in our algorithm a research paper can be assigned to 

more than one cluster.  
After selecting K initial centroids each title is assigned to clusters based on a similarity 

measure between extracted phrases of each paper and the k centroids, then k centroids are 

recalculated. This step is repeated until all titles and its related information are assigned to 

clusters. Cosine similarity measure is used to calculate similarity between initial centroids and 

extracted phrases. Figure 5 on the following page shows the clustering algorithm used.  

 

 

Figure 5. Papers clustering algorithm 
 

The centroids consist of phrases which are central to all titles in the same cluster, thus 

the closeness in papers’ topics are respected. Note that the paper can be clustered in 

more than one topic and this is done based on the obtained similarity value (at certain 

threshold). 

 

6. Evaluation of the Proposed Approach 

The accuracy of the proposed clustering solution has been evaluated by using the well-

known F-measure, Entropy and Purity [14] metrics which have been used in other previous 

works [6, 14, 21, 28]
 
as external quality measures. They measure how good the clusters are 

when compared with reference clusters (often manually classified clusters). The proposed 

approach is only useful if it is accurate and performs as expected. Therefore it is important to 

measure the accuracy of the new approach on independent test data. We run the experiment 

in interest to know if our reduced paper information can produce better clustering results 

compared to the ones produced by the full text paper information. 

The F-measure is a combination of the precision and recall values used in information 

extraction. Let n be the total number of paper’s titles. If ni is the number of the members 

of class i, nj is the number of the members of cluster j, and n ij is the number of the 

members of class i in cluster j, then The Precision and Recall for ni and nj denoted by 

P(i,j) and R(i,j) can be defined as follows: 

P(i,j)=nij/nj 

R(i,j)=nij/ni 

The corresponding F-measure is computed as  

)),((),(/()),(*),(((2),( jiRjiPjiRjiPjiF   
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The overall F-measure of the whole clustering solution is computed as 

 

max ( (i, j))i

ji

n

nF F  

Where n is the total number of documents in the data set. In general, the larger the F-

measure is, the better the clustering result is [32]. The second metric employed is 

entropy. It measures how well each cluster is organized. A perfect clustering solution 

will be the one in which all clusters contain sentences from a single class only.  

The calculation of entropy is based on the class distributions in each cluster. This is 

exactly what is done by Precision metric.  The Entropy of a cluster i, denoted E(i) and 

computed as follows: 

 

(i) P( , ) logP(i, j)
i

E i j   

The Entropy of a whole clustering solution, is given by the sum of the individual 

cluster entropies weighted by the size of the cluster and is computed as follows  

 
| | ( )j

j
n

E E i  

E values are always positive. The smaller the E, the better the clustering solution is. 

Another metric used is purity [6] .The purity of a cluster represents the fraction of the 

cluster corresponding to the largest class of documents assigned to that cluster, thus the 

purity of cluster j denoted by Pu is defined as 
1 max (n )( )

j i ijn
Pu j   

The purity of the whole clustering result is a weighted sum of the cluster purities  is 

computer as follows: 

( )j
n

nj
Pu Pu j  

We performed our experiments on 200 scientific research papers downloaded from an 

online open access scientific research library [15]. The library contains many journals 

and conferences but we randomly selected only 5 journals in the area of computer 

science and telecommunication such Advances in Computed Tomography (ACT), 

Applied Mathematics (AM), Advances in Remote Sensing (ARS), Intelligent Control 

and Automation (ICA)  and Communications and Network(CN) to be our test case. 

Because the downloaded papers were already grouped in their topics, we mixed them 

and we want our method to group them as they appear in their respective journal topics. 

Stop word removal and stemming were performed at first for all experiments.  

We randomly selected 20%, 40%, 60%, 80% and 100% of our collected papers. We 

run the experiment 5 times and we recorded the average of F-measure, entropy and 

purity for each group of interest to know the performance of our method. In the first 

experiment we treated each research document as bag of words, K-means clustering 

algorithm and cosine similarity was used. Table 1 shows the results of the experiments. 
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Table1. Clustering results using FT-IDF method (using bag of words) by 

considering the whole paper’s information 

 

 

 

 

 

 

 

The second test we did it to test our approach using most important information of the 

research papers as described in our method. In selecting top frequent words, only words 

having from 1% and above have been selected and for most similar top sentences only 

sentences appearing 5 times and above have been selected. For the most similar 

references to the paper’s title only those ones having above 0.5 of similarity were 

selected. At clustering stage, the cosine similarity between selected centroids or topics 

and extracted phrases of the new papers is computed and the similarity of 0.6 was taken 

as threshold meaning that the new coming paper can be assigned to more than one topics 

where the similarity value is 0.6 or above.  Table 2 shows the obtained results. 

 

Table2. Clustering results using multi-word and considering only most 
important information 

 

 

 

Figure 6. Results comparison with other method 
 

As shown in both tables. Table 1 and 2, it is clear that using most important 

information, the proposed approach can perform better in most cases. Another 

Paper numbers F-measure Entropy Purity 

40 papers   (20%) 0.828 0.362 0.850 

80 papers (40%) 0.817 0.375 0.840 

120papers (60%) 0.813 0.419 0.820 

160papers (80%) 0.800 0.462 0.810 

200 papers (100%) 0.755 0.539 0.780 

average 0.803 0.432 0.820 
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improvement is that it considers most important information with lead to the  reduced 

execution time. The obtained results are also compared with the previous work [23] 

where we consider only the clustering results on academics papers experiments as it 

similar to our test case. Figure 6 shows details of the comparison results with previous 

work. 

As it is seen in Figure 6, our method outperforms previous works in term of purity. 

The best performance of our approach is based on best selection of initial centroids. It 

achieves 0.19 and 1 of Entropy and Purity respectively for the best case.  

In summary, Entropy and Purity metrics evaluate the goodness of a clustering 

solution, while F-measure evaluates the effectiveness of the clustering method. 
    In general, the smaller the Entropy value, the better the clustering result, or the larger Purity 

and F-measure values the better the clustering result [30]. 

Our clustering experiment results show an average of 86.0%, 0.30 and 0.874 of F-measure, 

entropy and purity respectively as shown in Table 2. The clustering results of our proposed 

approach give the values of 88.2%, 0.26 and 0.9 of F-measure, entropy and purity respectively 

for the best cases. It outperforms also previous proposed method [23] by 0.024% in terms of 

Entropy as shown in Figure 6. The best performance of our research papers clustering 

approach is based on best selection of initial centroids using multi-word feature and by 

considering common phrases in papers’ title, in paper’s keywords, in top frequent sentences 

and in the most similar references while clustering. 

 

7.  Conclusion 

A centroid and relationship based clustering for research paper is  proposed. The 

method can help reader to get many papers’ information in a short time. The new 

method solves the problem of high dimensional of research paper document by only 

considering most important information of the paper. Our results indicate that the use of 

paper’s title and keywords when combined with the vocabulary in the full -text of the 

papers documents is a promising alternative means of capturing critical topics for 

research papers. The best performance of our clustering approach is based on the best 

selection of initial centroids using multi word features and considering paper’s most 

important information while clustering. We are planning to extend our approach so that 

it can be used to group other kind text documents using only their most important 

information. Key features of our approach are its important information extraction 

features, paper relationship features, multiword features and its centroid based selection 

method.  
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