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Abstract A\)
Video communication technology of real-time using a Wel browser ha§ e rged. In this

paper, we studied the real-time image communication t mggoéy of id"Web-based. In
addition, we have implemented a real-time video commgnication sﬁte?s f hybrid Web[1]-
based design. In this system, it is possible to use t / Web Socket and RTC API via a
Web server, in order to perform real-time video co unica@l Web browsers. In all
environments that are connected to the netw I¥is available at all terminals that you can
use a Web browser and real-time video co ication. In&‘uture, this can be applied to a

Settop-Box or Smart TV. @ \Q)
Keywords: WebRTC, Hybricﬁ@@m LS,CROegM me Video Communication

1. Introduction @ \

Standard technology al-time communications such as voice communication and video
conferencing in a g%mw%x%been standardized through the RTCWeb (Real-Time
Communicatimﬁ&brows orking group of the IETF (Internet Engineering Task
Force). In the time, e@e}l—time multimedia communications in a Web browser, which
depends on the applicati &y each developer, have been carried out by a non-standard way.
The efforts to stand this are held on the IETF in collaboration with the W3C (World
Wide Web Consortium). Accordingly, protocols and the API (Application Program Interface)
requirement%h'e ETF and a standard API development of the W3C are on their way.

Recentl Google, WebRTC [2] technology that provides user-to-user video

comgn@lon services using only a Web browser has progressed, which does not use

sp isual communication servers, applications and software. Unlike current commonly
used video communication services, Hybrid web utilizing a Web browser has the advantage
of using the existing Web, anywhere and anytime, if an Internet environment is established
and visual communication service is available. A comparison of existing video
communication program and WebRTC is shown in Table 1 below. In this paper, hybrid web-
based video communication system was studied and implemented using HTML5 and
JavaScript on the Web.
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Table 1. Comparison of video communications technology

Existing Video Communication WebRTC
Program
Development Environment | Separate development program (tools) HTML5
( JAVA Script)
Video Codec H.264, FFMPEG, Xvid, etc HTMLS5 built separately
Voice Codec MP3, AAC, Ogg, etc HTMLS5 built separately
Cost of Building May be one million won ten million Web access to an environment
won~ in which
Flexibility System can be linked in the same HTMLS5 any supported Web
browser x/\ °

A video communication system using existing web utilized html and php
more storage capacity due to the use of the software such as a video or

plug-in’s. A lot of side effects were found in terms of h%dty B 5 [3, 4] that
simply uses elements on Stream by specific tags has bee S’V i

Qe) several ways
2. Paper Preparation Q ,\\)

2.1. SRTP (Secure Real-Time Transport P AQ‘D .

SRTP [5, 6] standard is RTP packet %;yptlon te Nbgy to transmit voice and video
traffic in the internet phone. It can pa ypt é@ptlon keys of the media stream for
the session in the SDP (Ses t|0n message at both ends, where RTP
packet encryption and decrypm& possmle er to encrypt or decrypt real-time data,
AES (Advanced Encryption Standard) [7] al% m is used in the SRTP.

2.2. ICE (Interactiv (@umcaﬂor’&ronmeno

ICE [8, 9] is a ?\& e dress Translation) Traversal protocol for establishing
UDP (User Dataggam’ Protoco multimedia stream sessions. The host at both ends
using ICE pro % ill esta the interactive session. ICE overcomes a non-standard NAT
environment and provide dependent general-purpose NAT traversal solution in various
network environments. cally, the two ends in ICE want connection. These are connected
indirectly through ng channel of moderator generally called rendezvous server. The
two ends excha nformation needed for P2P connection to the session throughout

rendezvous ICE provides enough information about the network environment to the
host, and al@ ps find various routing routes so it can communicate with peer.

@ ased real-time video communication system design

In a' Web-based, real-time video communications system design is divided into three main
parts: video API, audio API, and P2P API. A separate codec and transport protocol were
used.

Figure 1 Web-based, real-time video communication system design diagrams are divided
into four major steps. First, the user requests the connection, and the user receives connection
requests. Second, WebAPI uses a Web browser for Real-time video communication. Third,
WebRTC API connects users in a web-based real-time video communications system. Fourth,
APIs analyzes voice and video systems in a real-time video communications and transports
Stream.

12 Copyright © 2014 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.3 (2014)

User User
#1 #2

—[ Web API ]—

WebRTC API (Peer Connection)

. i i i Transfer
Voice engine Video engine Module

l iSAC /iLBC I | VP8 Codec I
Codec oRTF

Echo C er/ Video Buffer

cho Canceler,

Noise Filter Tmage Correction 6
Module

[ Audio API ] [ Video API ]

Figure 1. Web-based real-time video comm@

3.1. Web-based, real-time video communic@;s syste”r\&hfiguration

Web-based video communication s onsists web browsers and a web server.
First, the browser communicates wi W
ipt and
p

e%b. In this section, the communication
medium is RTC API made of JavaS HTML>between the browser and the RTC API
communicates with the Web ser plying HT.TP and Web sockets.

The part receiving the reguests take mg ame way. Real-time video communication

operates and works in a WSer: eb server receives its signals through a network
communication path wsers t ni%drt video and audio through media path. Multimedia
data such as voice

Ideo,in_real-time multimedia communications on a Web browser
communicates i :
connection be the pr rs is designed that it may be worked through the separate
server same as the web se@?he Overall picture is shown in Figure 2 below.

Peer Connection (audio, video, and/or data)
DTLS - SRTP

Browser B
Running HTMLS
With WebRTC

Brnser A
Running HTMLS
With WebRTC

|

=

HTTP / WebSocket HTTP / WebSocket
Hanagement Hodule Provider Hanagement Hodule Provider

Figure 2. Web-based video communications systems operating configuration
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3.2. Web-based video communication system design

In a Web-based video communication system, it was designed to distinguish the
connection to the client and to the other. The following overall picture is shown in Figure 3.

Stream

MediaStream

Track (video) | | Track (audio) | | - l

PeerConnection

Worker thread
Signaling thread
Portallocator
(Optional)

‘ PeerConnectionObserver

Cal backs
F’eerC‘.annechonlnt ac&
CreatePrerConnectionFactory CreatePeer@tnne, cﬁ

ddSthea
- tream ¢

PeerConnectionFactorylnterface

7
calMegliaStreaminterface

CreatelLocalVidegiud

%\ IN/ldeofAudloTracklnterface ‘
Figure 3. Web-based r&@ ideo @Dmcaﬁons system sequence
ra

dia
The part of Stream can alled t stream Media stream is divided into video
track, audio track, and' evice pa alnly used parts are video track and audio track.
Peer connection secti SIS'[S 0 parts Options, PeerConnectionFactorylInterface, Local

Peer Connect Observer. n section is composed of the part connecting the
communicationetween ad and the client.

The part of PeerCon %\Factorylnterface is generated while proceeding to the step from
options. And it can bs rded as a medium when the user requests a connection to the other.

Video/Audio Trli face, ﬁ edia Stream Interface, PeerConnectioninterface, and

And 3 parts are in the PeerConnectionFactorylnterface. First, the video and audio
track interfage js created, and media stream interface is created next. During this process, a
track is cr&&ﬂ' hen, while generating a stream, PeerConnectioninterface is made. And
finally it6 mits in PeerConnectionObserver.

.«@ -based video communication requesting system design

In Web-based video communication requesting system design consists of three parts: the
user requesting the connection (PeerConnection), the user receiving a request (Remote Peer),
and an application that connects two users (PeerConnectionObserver). Request’s connection,
a task for connection from the application, is performed. It requests the other by notifying the
results.

When the other receives a request, they are connected to each other through the visual
communication. In this step, peer connection is created, and information on the connection
and on tracks using video and audio for the tracks are generated. After this step, information
on stream generated by users is retransmitted. The users send messages using an application,
and the application requests a connection to a remote peer that receives the connection. When
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the remote peer sends a response message back to the peer connection, the application acts as
the connecting medium and sends messages back to the user, executing the connection for
user’s communication. Thus, the real-time video communication continues to run. The overall
system of activity diagram is shown in Figure 4.

Remote Peer PeerCe i y Application(Peer i PeerConnection
Observer)

CreaterPeerConnection
>
ideoTracl

F:

Local I Create Loc: D
LocalVideoTrack Create LocalVideoTrack
LocalAudioTrack Create LocalAudioTrack

ST -
ng
SignalMessage

Send

aYa

Getanswer

Proc ignalMessage

Media

5\\’ = TG

A
Figure 4. Connectio&%}estizigm activity diagram
Since HTML and JavaScrigt_are Used due tothe nature of web-based real-time video
communication systems, there are the vide égtion for videos on the web browser, source
files for connecting each /@ and sc@es for compiling. The classes for the server
behavior are divided int main an library on the center of WebRTC. In the main,
there are 7 parts. The T eb, the%;)n building, and the third are xmllite.

( Media !
y

And this part i g;; the bﬂ@r d parser for xml conversion and parsing, the contents
of the content ts related te“the content and print for the output. The fourth is xmpp
parts that are diwvided intd [écontents and modules, a handling part of the authentication
protocol, xmpp clients ines, and a task section to handle xmpp.

The fifth is a part ct with a talk part responsible for video communications, and this
includes call part rt video communication, a channel for communication, codecs for
video and audig, média stream, RTP use part, and video and audio clips. The sixth is a Base
part which f%;t of elements for using the Web including a server and a client for HTTP, a
handling or message sending, and sockets and threads. The last is p2p part for
tran '56 comprised of ice and turn that are one of the kinds of p2p, p2p transfer port and
http%l connecting parts.

3.4. Web-based video communication response system design

Web-based video communication response system consists of three steps: the user
requesting the connection (PeerConnection), the user receiving a request (Remote Peer), and
the application connecting two users (PeerConnectionObserver). When accepting the request
for the results of visual communication from a user, which requests the connection from a
local user, the application analyzes the performed results on the response, notifies them to the
user, and enables the mutual video communications. Once the remote peer (the user receiving
the connection) accepts the request from the peer connection (the user requesting the
connection), the other peer will pass the result to the response by an application. The
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application creates user connections to the requested results and passes them, thus creating the
information about the user that requests the connection.

In this process, the generated information is to be delivered to the user as a message.
Connection is established for the use requesting the connection, and information on the
established connection and tracks using video/audio are generated. After this process, the
information on Stream generated by a user is transmitted back. The user sends a message of
communication information through an application and finally, this application sends back to
the other connector receiving the connection request. At the end of this process, it enables two
users to have the real-time video communication. Connection response system activity

diagram is shown in Figure 5. V.
Remote Peer PeerConnectionFactory Applicati%:(l’eeru;nnectiun PeerConnection v
C Receive offer from D ‘ A>

CreaterPeerCongectior
Factor

4\3)

LocalMediastream Cr:
LocalVideoTrack ot LocWideoTrack
LocalAudioTrack a ;‘ LocalhudioTgack

&

- A &

Media ‘Q .\C
) Y

7 x$

Figur@nnwesponse system sequence diagram

4. Web-bas al-ti e@deo communication system implementation

prge
LS SignalMessage

( Media pt

4.1. Implementation eb-based video communication request

Once one is all@to answer whether the video device (web cam, camera) is connected
to the user's, @omputer on Chrome Web browser, the image of the user requesting a
connection @ s Figure 6 is displayed on a web browser.

@ [ file:///E;/APM_Setup/htdocs/webrtc_ban.html

[Startvideo] (Stopvideo] [Connect | [refresh |

Figure 6. Web-based real-time video communication request system running
screen
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HTMLS5 for the previous version of the HTML tags for the video and audio video, audio,
tag link information, screen size, and color tables for HTMLS5, but the details need to specify
the value of a specific tag and the picture in the configuration of the input.

4.2. Implementation of Web-based video communication response system

The implementation of requesting Web-based video communication system is the system
configuration for the other users requested to connect visual communication system on a web
browser. Once the user asked connection and put the other user’s URL address of video
communication system in the search box, it is interconnected to the other user’s,real-time
video communication system by analyzing its IP address on the network autOwat élly
through HTTP. Figure 7 is interconnection screens between the user re g the
connection and the other user.

(S
MIE's WebRTC using WebSoc@s x

S

+

’
LU

ideo communication system interconnection
Q) screens

As shown in Figure enables users requesting a connection to have real-time video
communication and est it anytime to the other users if they are in an internet connected
and a web browsi ible environment. There is no limit on time and place.

5. Conclusi

T entional way of video communication service was a structure providing video
co@caﬁon between users through a specific server establishment, separate software and
prograyis from each service provider. In order to configure video communication system,
users had to purchase specific software or servers from video communication companies, use
its service through the internal network in an already established environment, and set up
specific programs for video communication.

Recently, however, WebRTC technology has progressed on its way of providing video
communication service not using specific servers, applications and software but using only a
web browser applied by HTML5. If the internet environment is built, real-time video
communication using only a Web browser that does not require specific software, plug-in’s,
and Active-X is available at anytime and anywhere.

Accordingly, in this paper, we studied the real-time video communication technology
utilizing the HTML5-based web browser. Based on this research, the design and
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implementation of real-time web-based video communication system were verified. In this
system, real-time video communication between users on a web browser is possible by using
RTC API and HTTP / WebSockets through web servers of different web browsers.

Further study includes a research that enables real-time video communication to all
platforms of web environment on cloud computing, set-top boxes or Smart TVs, not on the
current PC environment.
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