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Abstract 6 @

Question answering system requires knowledge ectl er entation to simplify
the development and speedup the query process. In t to apply the ontology
design and develop a question answering syst r the samp main knowledge for Thai
cats. The ontology and its engine are use %llltate query. We present the whole
development process for such a system. F he ontolo r the Thai cats was designed.
The domain knowledge is focused at th§ cterl o Thai cats, the cat diseases, species

of Thai cats. The principles of natur uage mg is applied to process the question
and forming the answer of theg%7 corresp Iy The algorithmic process for finding
the keywords, selecting keywords,"and mappirig-keywords to the query is used. To simplify the

processing, we employ the question pat are suitable for our domain knowledge. The
patterns and keywords.cq@pande% er more cases in the future.
Keywords: Thai @n}ﬂog@ion answering; Thai cat information; SPARQL

1. Introduc

Question answeri

em requires knowledge in the computer science domain [1].
Particularly, its c i

nswer to the questions.

answering system can be categorized into open domain questions and
main questions. The open domain question focuses on searching the answer in
the knowledge sources such as from the WWW while the close domain question kind
focuses on forming the knowledge from sources and modeling the knowledge which is
to help finding the answer easily.

The front end part of question answering system deals with the tokenizing the
question and finding proper keywords to help search for the answer. This part involves
the complex natural language processing which is specific to languages. For Thai
language, this is even more difficult since Thai language contains many vowels and
they can be put in three levels with the alphabets to forms words. Certainly Thai
dictionary exists but it does not cover all contemporary words especially with the
specific word domain.
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The backend part of the system involves the keyword matching to the knowledge
base. The strategy depends on the knowledge representation. It can be as simply as
keywords matching with/without indexing or the intelligent matching with inference
engine.

In this work, we are interested in building the prototype question answering system
for Thai cats domain. We describe the prototype building process and several issues
related to these two parts. The challenge on the front end part relies on the Thai
language syntax and is addressed by the open source Thai natural language processing
tool with some add-on while the challenge on the backend part is addressed by the

ontology representation. x).

1.1. Related Work

There are many previous works that exploit ontolo an I atlons For
example, Sridevi and Nagaveni perform the documen rlng b@n ontology [2].
d

The key points of using ontology are different me The ontology
helps define the relations between keywords a ings The cument indices are
extracted based on ontology and the particle swalm.elusteri en executed.

Thomas, Redmond, and Yoon develop case of ommerce based on the
ontology [3]. The rules are implem based SWR with the ontology
representation. The motivation of the te ive information for a user for
shopping a particular item on the w: e dei expert system guides the user for

seeking and accomplishing his
Developing ontology is ax% portant st

Whlle much ontology exists such as

ontology on the website (e.g p: //prb iki.stanford.edu/wiki/Protege_Ontology_
Library#OWL_ ontologles new is more and more since the domain
knowledge are extenu&ools to p ontology are a great help. Kim and Storey
presented a meth struct an ontology called Webonto, where the
information sourc m@oﬁe Web and the web tool may be integrated [4]. The
demonstratio the ap lication results.

Many questier’‘answi ystems uses the semantic engine. For example, START is
the open  domai estion  answering  system  developed by MIT

(http://start.csail.mi ). It is still online. The system answers in many areas such as
questions about g@weather etc. It is based on Omnibase which provides an access
to the outside da m many sources and from many kinds [5]. The input questions are
converted q\g-style of object-property-value. It operates with the online data sources
on Worl e Web to find the answer.

ba Particular, and Riofrio demonstrated the architecture of question

g systems [6]. It contains several modules: the first module performs a lexical
analy s from the input question while the second module accesses the data for
answering. The third module performs the answer extraction.

PiQASso is a question answering system which uses semantic features to extract
relevant paragraphs [7]. The system contains paragraph search engine and document
indexing based on IXE. The index of full documents are created where the boundary of
the information are marked. Minipar (http://webdocs.cs.ualberta.ca/~lindek/
minipar.htm) is used to analyze the sentences in a dependency tree structure. WNSense
(http://en.wikipedia.org/wiki/Word_sense) is used for synonyms and word classification
as an interface to the Wordnet (http://wordnet.princeton.edu/). The keywords are
extracted from the questions as well as their parts of speech and generating the
paragraph query. The questions are categorized as "How", "What" questions, etc. Word
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relations are used to find the answer nodes accordingly. The query is generated and may
be expanded to find more answers. The answers are ranked and returned back to the
user.

QAST is another question answering system for Thai Wikipedia. It is based on the
open-domain question [8] (http://www.lIsi.upc.edu/~qast/2009/). Two kinds of data
sources are RDF and document index by Lexiton (http://lexitron.nectec.or.th/2009_1/).
SPARQL is used for semantic queries. If the search from the RDF is not successful, the
document index search is used. The types of questions acceptable are about place,
organization, quantity, date/time, person. The system architecture mainly contains data
representation, question processor, and answer processor. First, the SPARQLg query is
generated. There are two types: The question asking for definition and tion
asking for property. In the answer processor, there is a ranking module %tes the
answer. Then, the answer generator presents the answers |n the sentent I@

2. Backgrounds @

Ontology is the concepts of interested dom" Dt the things in the
domains and relationship among them. These rel S ar ed in such a way that
the semantics are represented and the sema ropert% xioms are exploited to

\conclude the knowledge in that domain. 9

Typical question answering system natur uage processing. The system
needs the knowledge base to ex &6 the The sources of documents of
knowledge may be from the4lo ata, \% |a, world wide web pages, etc.(
http://en.wikipedia.org/wiki/ tion_answerin Two types of questions are
commonly used. First is the closed don v%‘e@question where it is much easier to find
answers in a local reposi @In thlsﬁé’ﬁr, the NLP is usually used together with the
ontology in a decl a&yle to f te the inference process. In the open domain
guestion, they may d on the'\world knowledge or general ontologies such as the
work START ab G at MIT (http://start.csail.mit.edu/). The source of data
is from the Wi ide W

Several stepS=are ne % to process question answering system [9-10] as inspired
by TREC [7]. Startin the question itself, the question classification is needed. For
instance, we need 8 ntify which kinds of questions we are accepting. It is a WH

questions or yes estion. If WH-questions are interested, what specifically it may
be. One m e interested in What, When, Why questions, etc. With TREC, there are
taxonomie estions.

The s uestion may be asked in different forms with different keywords. That is
the diffi part when dealing in a specific language. For example, one may ask what is
the%hak's typical disease? In another way, one may ask, if the Nilachak cat has a
red spot symptom, what is he likely to be? The answer may be the same but the
questions may be different. In particular, the focus of the question should be identified
as well as question keywords. The whole part here is called question processing. It is
related to specific languages especially for the lexical and syntax analysis.

In the next step, it is concerned on the data source of the answer. It concerns about
the representation of the data source. If it is an online repository, the crawler engines
are needed. If it is a local repository, the data are needed to be stored. In any way, the
representation of data is needed. Using the semantic query, the data may be extracted
and represented in the RDF forms while with the paragraph documents may need
indexing schemes to help searching to related contents. The important part here is to
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transform the question keywords into the query form. If the document indices are used,
the question keywords need to be matched with the document paragraph
algorithmically. For the semantic search, the keywords and parts of speech are needed
to form proper queries.

The search engine may need to use the artificial intelligent techniques to help finding
or concluding the answer properly. Without the inference engine tool, the answer needs
to extract from the knowledge in the straightforward way only. The inference engine
which goes with the knowledge representation will help the designer focus on the
knowledge representation design and the programmer focuses on the mapping from
questions to declarative query. The engine will do the rest. This is where th emantic
search engine becomes important roles nowadays.

After the answers are retrieved, the answers are sorted or ranked e swere
sentences are needed to be formed. Again, the NLP becomes an rtangt roI This
part is sophisticated since it relies on the syntax or the age st

3. Methodology Q
To design the system, there are many ste o0 th wt starts from the data
sourcing and representation. Then the data pésertles are designed. Next, the template

for questions are selected and their repre tation is ned related to the ontology
concepts. After that, the front end part the usekin face and the controller engine
is designed. The front end user |nter ake rom the user question. Then, the
lexical analyzer will analyze th p e relaiei words. These are matched with the
question templates to be t to the rekated SPARQL query. After that, the
answers are formed into a sentence and di

3.1 Data Collection apd sentatl

We need to collec }data fr any sources. The selected sources [11-14] are used
(http://www.nts ;http: tthailand.com).  These data are formulated are
concepts as re tology..Sin here are many characteristics and aspects that should be
considered. Figlre’l sum@d our interested domain. The ontology is derived and adapted
from many sources w escribed the ontology about animals and the ontology about
diseases (http://ow! gb‘anchester.ac.uk/tutoriaIs/protegeowltutorial/resources/ProtegeOWL
TutorialP4 vl 1 p@ﬂ

O% N subClassOf

_____ Property

—

//’" J
ga rrier

JGJE'ODJIQHS!

/ey

manﬁ
n= \.Saec o

g |sease W
fs;-hasReco mel
CPatient - w“ T Treatment

Figure 1. Thai cat ontology sample for query
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In Figure 1, we summarize the classes and their relations. The knowledge we are interested
here is about the cat characteristics, primary characteristics, breed, color. Also, the health
concept considered is about disease, symptom carrier, toxicity, etc. Then, the sample
properties are designed for these concepts as in Table 1.

Table 1. Property for ontology in Figure 1

Domain Range Property Inverse Property

Breed Color hasHairColor isHairColorOf

Breed Color hasEyesColor isEyesColorOf i
Breed Color hasPointsColor isPointsColorOf Q :
Breed Primary hasPrimary R isPrimariéd ’
Disease Symptom hasSymptom Qy asQiseas

Disease Recommendation hasRecomme@\Y liéazc;}{mendedOf

Disease Treatment hasTreater ‘wegtedOf

v
Disease Patient founQIO isRiskFor
Symptom | Toxicity ause .\Q) hasSign
Disease Carrier @ Cause Q\\ leadTo
N Y
3.2 Keyword Extraction an reparation\cb

After the ontology is d, we #pthe owl file. Classes and properties in it needs to

be related to the voc or querying. From the above ontology in Figure 1, we categorize
and wyi to text files.

the vocabulary ke

Figure 2 s text fileS\Wwe“create according to the ontology. The text files are
generated baseeh.on the ile which will find the vocabularies in each category. The
vocabulary files are two t@. hat is the files for classes and the file for relations.

&
[ T 1
Q%r onProperty P(r)c?ég?tty Main Class
O Object Subject Eaui Breed
@ Inverse || Inverse et Color
roperty Property Primary
Disease
Symptom
Carrier
Treatment
Patient

Recommendation[]

Toxicity

Figure 2. Text file generated related to the ontology
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In details from Figure 2, there are the following relations.
1. Relation keyword I. It is the relation that is the object of the inverse relation.

2. Relation keyword II. It is the relation of classes in ontology or the subject of the inverse
relation.

3. Relation keyword I1l. It is the all relations in the ontology. This is for the purpose of
checking EquivalentProperty.

4 Breed

5. Color x).

6. Disease Yv
7. Symptom 6

8. Treatment @
9. Patient Q’Q x)
10. Recommendation X\)

11. Carrier

For the first two relations, we corresp ﬁst 0 the q

SELECT ? subject ? object %

WHERE { ? subject owl: |@rse0f ?

Particularly, the relatj @pe | is t e with "object inverse property" and the relation
type Il is the file W|th mve%property For relation type 111, it forms the query.

SELECT Q Q)

WHERE { ? s rdf:ty, :ObjectProperty }

which is the ot ation that has equivalent property. We take the results form this last
query subtracted by the results from relation | and relation Il to obtain the equivalent
property.

For t s, we find the main ontology node from,

%&T distinct ? cls.
WHERE { ? cls rdf:type owl:Class .

OPTIONAL {? cls rdfs:subClassOf ? superClass}.
FILTER (! bound( ? superClass)) }

That is we find the classes and subclassses of OWL:Thing and write them to files.

3.3 Front End and Query Processing

From the user input question in Thai, the question is tokenized using Lexto
(http://lexitron.nectec.or.th/2009_1/) checking against our modified dictionary. Then from
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each word, it is compared with the vocabulary text file. In particular, the class and relation
text files are checked. What we need is the name entity that specifies the classes and relations
used to form a query. The query specifically needs class name, type of classes, relations,
types of relations.

Then, we use them to form the query. We have the template for the query. The template
consists of the variables about class name, class type, relation name, relation type. Next, from
the relation, we find the domain and range. We check whether the class type matches with the
domain or range of the relation.

If the class type is a domain of the relation, we have to find the inverse of the relation. If
the class type is a range of the relation, it is used to query directly. In our pro typ ,eWe
handle the following cases which may be further extended.

1. Class type is the range. Cf E

2. Class type is the domain. We check the relation type%pe . @
3. Class type is neither domain nor range/

4. Error case. There exists no relation, found as av there exists no class
name, found only relation/ &

5. These exists the keyword that showgth ilar mea uch as similar to.

Note that the case 4 is for error cas cas 5 extension where we may have
keywords identifying the equwalenc % define in the property. This may
happen for the case like: "Wh ed has %( e color the same as Nilachak"? Or we
can say "Nilachak has the eye |m|Iar to breed?" This is the case where we do not

consider the synonym of the @cabulary yet\

3.4 Answer Formatlon

After the query re re achr the answers are used to form a response sentence. The
answer formin on ca Iowmg
relati

1. If the que

2. If the question re s not the same as the query relation, the form is "class + query
relation + answer".

@e query relation, then the form is "answer + relation + class".

In Figure 3, th®y,Overall architecture is presented. The architecture consists of many
components.\édivide them into levels.

D' Web Browser
,< b Use
Transform Words to
Classes and Relations
Apache Jena

Apache Tomcat |4 y/
' Y

——— e —— ———
Dictionary ocabulary by Category Ontolo Storage level
(Text file) (Text file) 9y

Figure 3. Overall system architecture

‘ User level

Create Search Format

| Processing level
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1. Storage level. In this level, we need dictionary which contains related words. This is
obtained by Lexiton. It is saved as a text file. Also, the words related to ontology are kept.

Besides, we need the text file for vocabulary by categories. The categories are related to
the ontology. The application is used to convert class in the ontology into these files. At last,
the cat ontology is put in an owl file.

2. Processing level. There are components such as Lexto APl which is used to tokenize
Thai words. It uses the longest matching algorithm based on the Thai dictionary.

Next, from the words obtained, we transform them into classes and relations. This uses the
text file in the storage level to help. Then the query is generated from classes and“elations.
The query is in the form of SPARQL. To handle the SPARQL query, JENA AP pache
Tomcat is used.

3. User level. The user inputs guestion from the web br, ﬁ @

To begin with, the system will take the question in The questlon is
tokenized using Lexto which is based on the long mg nd
we add the new set of vocabularies related to the ca ures i
words to compare to our text files of class nam nd relatlon%e :
the keyword is in the category which is a alent of ions (Relation 1), we find the
equivalentProperty of that relation for @g After parlng, we take the matching
keywords and their types. Two types ar, Wed h& d relation. We use class name, class

type, relation name, relation typ next.

For example, with the Thaﬁy, "LL.‘LI’@ ﬂaamumuﬁau”ls". Equivalently,
"What is the hair color of the@ma Plo x The Thai sentence is tokenized into

"I | 61m Haug Macls -

by using t |ed Lem d our vocabulary. Then, these words are used to
compared tot f|Ie tegorize the words. From the example, we obtain breed, color,
relation Il, etc. as shown i e2.

(Q(b Table 2. Example 1
yﬂ Cl
ass name
(&m aan
\ %

@C} class type = Breed
] Relation type = Relation II

Haugd

Relation = HasHairColorOf

In another example, with the Thai query,
WU Tateliaufiiiaudiugu1iUaan . This case contains the

keyword "LWHNBU" or "similar to" Then, again, these words are used to compared to the
text files to categorize the words. From the example, we obtain breed, color, relation 11, etc.
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as shown in Table 3. Though the keywords are the same, we note here that there is a special
word "similar to" in the query.

Table 3. Example 2

‘u'nﬂaa Class name

class type = Breed \)0

fl‘lluﬁ Relation type = Relation II ( :

Relation = hasHaeroN; 5
In this section, we present several examp well & query mapping for each case.
The first case is the case where gg lass e s the range. We may ask

"Ll,mﬁuéazvlsﬁﬁ‘u'n". Eq %&f % , which cat has white color? The
following query is used. 4 g

SELECT ?p

WHERE { ? p owl:equi Class )@
_xowl: someVaIu\g test: cla%s

_:xowl:on @ est:relati
In this case relati asHaircolorOf, the class is white. We find the node with the
relation with some valuze& hite. Then, apply the equivalent property to obtain the results.

& —_—
hasHairColorQf
Q& 4773

White

9

4. Processing Examples

t Figure 4. Example of using direct equivalent property

For another case, where the class type is the domain. There are two cases. The case where
relation is type II.

SELECT ?p

WHERE { ? p owl:equivalentClass _:x .
_:x owl:someValuesFrom test:classes
_:x owl:onProperty _:c.

test:relation owl:inverseOf _:c}
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When the relation is type |1, we use the query.
SELECT ?p

WHERE { ? p owl:equivalentClass _:X .

_:x owl:someValuesFrom test:classes.

_:x owl:onProperty _:c.

_:c owl:inverseOf test:relation }

With the above Thai query,"blIU1IUaaaluUTaz 15" 1tis type | obtain
the keywords and types in Table 1. We take the value of hasHairColor 0 find the
equivalent class. Then, the results are used with some v rom the<" Q8" and
find the equivalent result. The relation should be ian q eryé\'; gure 5.

nwver \e XV

\é&am

Flgure Example o@mg inverse property

irColor@f

The remainder case$ @ore comp here the class does not match with either domain
or range. i following query for the question

"fuNn o maﬁ@vl ". Equivalently, if the cat has a high fever, how to cure

it? Q)
SELECT ?p?s b

WHERE Q
? p owl:equiyalemClass _:x .
X owl:@%rty ?0.
; meValuesFrom test:classes
ﬁ/l sinverseOf test:relation
_:z owl:someValuesFrom ? p.
_:zowl:onProperty _:y.
? s owl:equivalentClass _:z .
? o rdfs:range test:typeClass

? 0 rdfs:domain _:c.

test:relation rdfs:domain _:c.
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$nw

Treatment

o [ ]

.:{Tﬁ\u .?C' V

Fever : v
Figure 6. Example using two p@sﬁes (

In this case in Figure 5, it is necessary to find t e no etween relation and
class. This node is the domain of the relation type y re 0). The relation has the
range which is the class type in the keyword , We ta h| relation to find the middle

node. The middle node is used with the rela 'ﬁ. yword& nd the answer.

Example query is "ﬂ’]LLJJ’Jvl‘IIQ%N %’&l']\‘lvlﬁ" Equivalently, if the cat
has a high fever, how to cure il&&rﬁ, fever" =S %tom and relation = "treatment". Both of
0

them are not domain and range reatment=Thus, we take "treatment” to find the domain
which is the same doma éﬁe rela@( connects to the symptom. Then, we take the

relation to find the e Tha is What is the middle node of "“fever". Then, the result is
taken to combine w atm ind the answer.
The other c ere w e class values in the keywords as in Figure 7.

v @ subchassQf

el ‘b — Wiz
{Cald) Carrier
QQ Figure 7. Example using two properties (II)

SEL:ECT ?s

WHERE { ? s rdfs:subClassOf test:typeClass.
? s owl:equivalentClass _:x .

_:ardfs:domain test:typeClass.

_:x owl:onProperty _:a.

_:x owl:someValuesFrom test:classes

Copyright © 2014 SERSC 197



International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.3 (2014)

The middle node needs to be discovered. It is the domain of the relation. Then, the relation
is compared to class and that node is considered as the subclass of the class type.
For example, with the query, --az'l,'sl,ﬂuwmzsuawﬁfﬂ", equivalently, it is asked

"what is the carrier of cold?". "cold" is the class. However, we don't find the relation. We find
the category of the answer node which is of type "carrier". The answer node is the subclass of
"carrier". The "carrier is the domain of any relation that is connected to "cold". Combining

all, we obtain the answer node.
x).
SELECT ?s C‘ ; :

Similarly, when only relation name is found, we use the following query.

WHERE { ? s rdfs:subClassOf test:typeClass. ﬁ ° @
? s owl:equivalentClass _:x. 'Q\

_:x owl:onProperty test:relation} Q \)

The answer is the subclass of targeted c.lass ryasi %@ 8.

A N
hasPoints &% z| a@j‘r S
. 4@ WU
.'\% Breed

oS>

%Example using subclass

The examp@ry is "L@Wﬂﬁﬂ:ﬂ‘iﬁtlﬁu ". Equivalently, which cat breed has

oints". The class is not found but type of class is "Breed". Then,
is equivalent to the relation.

points? The relation is
we find the subclas

The last e%we that there is the keyword "similar" in the sentence.
SELECT@ nct ? p

)%@{ ? p owl:equivalentClass _:x .
_:x’owl:onProperty test:relation .

_:x owl:someValuesFrom _:b.
_:c owl:inverseOf test: relation .
_:b owl:equivalentClass _:a.
_:aowl:onProperty _:c.

_:aowl:someValuesFrom test:classes}
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Ql"TTUﬂ'EIﬂ hasHairColor ?

\isHairColorOf/v
hasHairColor Y19 AsHairCulur

(White)

Figure 9. Example using two properties (lll) @)

which cat breed has the hair color similar to Khao P ion = hasHairColor
and classes = Gm')ﬂaan.
To query, we find the node in relationship@hasHalr Then we take the relation

to check and find inverse of it where we % HaeroloN Then we take it to query for
the answer of all colors of some value

"\That is those are the hair colors of
some Khao Pload. Then,we flw lent % with the same color of Khao Pload.

Example query 6
--u,uawuﬁ‘lnmoumuﬁmuauwuﬁw %&) Equivalently,
e o%

This is shown in Figure 9.

5. Results and Discussi
In this work, we only ,&s the ki@ge we represent. If more knowledge are added,
the ontology struct an ases of each question pattern may need to be

ged,
reconsidered. How the %%ﬂ@ge addition does not affect, the ontology structure, the
system can be@ also pr e tool for updated keywords in the files as in Section

One of the problem d@o Thai language is the keywords (verb) with synonyms. The
system cannot check a@ﬁs the synonyms. For example, with the query asking "the cat has a
fever" or "the cat f % In Thai, "fever" can be a verb or a noun (where we use with "has").
The linguistic process’is needed such as stemming words, finding synonym etc. to extend the
efficiency oﬂﬁwstem. Those issues are very subtle for Thai language.

Moreo ith this prototypes, many possible properties are not considered such as
transj v@ A proper design with these properties will enhance the effectiveness.
est with 40 Thai sample questions reveals that the system can answer 32 questions
and 3Dyquestions are correct answer.

The prototype is developed using Java with the Jena middle ware. The ontology tool used
(is Prototege 4.1. The application is in the form of web application with Apache Tomcat 6.1.
Each component is Figure 3 (processing level) is implemented as Java module. Lexto is the
tokenzing  open  source  software  where the APl is  provided by
http://lexitron.nectec.or.th/2009_1/.

Figure 10 shows the example of the help menu of the system where we guide the example
of question format. Figure 11 shows the directory of Thai cat breeds. Figure 12 shows the
directory of the cat disease. The dictionary is stored as a text file where words can be added
further.
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200

Hugan 8 150 a0n1s AMAILS  nduguiuingn

win (Haiug) + Suud/a/sasuu/oud adls

ua (fevfus) + Hendfenid/fend/H8en agls

win (Haviug) + Haausuayls

win. daviug. fiaasuagls

iU iadind i

wiiugiadioe AuudE AR Suu/fuud + (8)

wiug et Senffenilfend + ()

wuuglativ a0/ g milowiug +(fa
iug)

wugTatng Rend/anDf/end milauiug + (Haiug)

(Halia) + foaadals °
(i‘ﬁa‘lm) + %’ﬂm/‘fﬂmimu/ﬁﬁ aeals
(ﬁammi) + Julsmals
('ﬂammi) + 3ﬂm/ﬁﬂ‘tﬂ76}u[ﬁ7 am\ﬂi
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Figure 11. The breed of Thai cats
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Figure 12. Dictlom@of Thai %sease

With the modification of the onto e ne eyword files (Vocabulary category)
can be rebuilt. The set of keyw f estlo |ct|0nary) can be added to expand the
guestion words for asking corre dlngly storage level (in Figure 3) can be changed

with minimum change at the ocessmg%

6. Conclusions

In this wo \? mons development of question answering system using
ontology as a hl dge re atlon The case study is applied to Thai cat domain. We
divide the wor o top h contains the front end and the back end part. The front end
involves natural langu cessing in Thai. We use the open source tool such as WordNet
and Lexiton to help ize. Also, specific keywords that are related to the domain are
added. Then, the edge about Thai cats are gathers, cleaned and represented in an
ontology form.¢The>ontology design is also corresponding to the keywords extracted. The
inference e IS based on Jena middleware. The whole architecture and design process is
represen e ontology can be further modified as well as the keywords can be updated to
the % The prototype system is developed using Java and Jena middleware as a web

app

In the future, the more patterns of questions can be considered. To generalize this, the
regular expression and context free grammar can be applied for the formatting the questions.
Also, more properties such as transitive, equivalent class, symmetric etc. can be added on
when increasing more domain size.
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