International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.3 (2014), pp.107-116
http://dx.doi.org/10.14257/ijmue.2014.9.3.11

Directionally Categorized Training Process for Hybrid Super-
Resolution Algorithm

Gwanggil Jeon

Department of Embedded Systems Engineering, Incheon National University
119 Academy-ro, Yeonsu-gu, Incheon 406-772, Korea

gjeon@incheon.ac.kr x)
Abstract YW
on as la %

Nowadays, image upsampling methods have become co ay market is
growing. We present a new horizontal direction upsa me ho o high resolution
display using filter and bilinear filter. Two paramet /1 deter hich reconstructed
results should be used as the final value. Simulati ults the proposed method
achieves better results than the traditional meth from both 0 sual quality and objective
performance. 0
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1. Introduction

An image upsamplmg @pted f@ restoration to enhance the view of displayed
li

images for V|ewers e ima ing can include image zooming or enlarging.
Currently many d for ﬁg%pused and each display format demands adjustable
approach for 'i images sampling or downsampling [3, 4]. To meet this
requirement, this.paper o@the method how to appraise original pixel in missed pixels
using adjacent pixels %eate bigger image from small one. Therefore few examples of
resampling scenarios: g&ha display panel to liquid crystal display or vice versa [5, 6].
There are two o& of resampling algorithms: one is traditional approach and the other is
adaptive app?%r} In traditional approach, the algorithm is applied haphazardly in the whole

image. Tw e representative methods are nearest neighbor method and bilinear method
[7]. ods apply the same approach to the whole image, therefore it requires less
co |on However at the same time, it causes blurred image and it is unsuitable for

enlarging photographic images because it multiplies the subjective quality of artifacts
resembling stairs. On the other hand, the adaptive method is intended to apply certain area
and use different approach in the same image. Our proposed method is categorized in the
second approach, i.e. adaptive method.

In this paper, we proposed a method for low resolution depth images to reconstruct the
original sized images [8-11]. Figure 1 shows the original depth image and its horizontally
how-resolution image. The remainder of the paper is organized as follows. The directionally
categorized image reconstruction approach is introduced in Section 2. Section 3 provides the
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simulation results. The objective and visual performance comparison are conducted in this

section. The paper is concluded with an overall discussion in Section 4.

(@)

Figure 1. (a) Original depth map i e Image pb) horizontally
down§ar@magx

2. Directionally Categorized Imigce’RemQ&tlon
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Figure 2. (a) Estimation of pixel difference in five directions: &g, 845, 89, O.45,
and &.¢0. (b) Estimation of pixel difference in five directions: A, Aj.1, A, A1, and
A+2. (c) Pixel color explain: light gray is existing pixel, dark gray is pixel to be

estimated, and white is missing pixel

Figure 2 shows the introduced directionally categorized upsampling method, where i and j

stand for horizontal and vertical line numbers, respectively. Pixel x (i,j) is denoted as the
center pixel intensity, which is located at (i, j) and requested to estimated in this work. We
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assume pixels A, B, C, D, E, F, G, H, |, and J are existing pixels at column number i-1 and
i+1, as shown in Eqg. (1).

A=x(i-1 j-2), F=x(i+1j-2),
B=x(i—-1 j-1), G=x(i+1 j-1),
C=x(-1j), H=x(i+1 J), (1)
D=x(i—-1 j+1), I =x(+1, j+1),
E=x(i-1]+2), J=x(i+1 j+2).

We evaluate two parameters, 6 and 4. A parameter 0 is calculated {n ﬁl rent edge
direction while a parameter 1 is computed as a difference encolu ri-1andi+l.
Equations (2) and (3) show parameters ¢ and A.

Sso =[X(+1, j—2) = x(i QZ)| X\)
545 =|x(i+1, j—l)— R %
Ix(l+1 1) X0 L ), 2)

5 s =| 1),
S 0 1"«:\41 J+2)%(K1] 2)|.
\[@z x(i — 1‘[& x(i+1,j-2)|,

N D) - x(i+1, j-1)],

i1, j)-x(@i+1, j)|, (3)
b@(l Lj+1)-x(+1 j+1),
2 =X -1 j+2)=x(+1 j+2)].

We assume@\%d Jmin @re obtained as Egs. (4) and (5).

O
Q) Jin =N (240 A0 A5 Ay Ay ) (4)

. 5
5min :mln(560’545’50’5415’5—60)' ©)
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j+10 min
then Xprop (I’ J) = Xfilter (I’ ])
otherwise, ©)
X(1+1, j)+x(i-1, j)
> .

if { Ay =MIN (4, 525 10 40 Ay A2 )} & {Gin = MiN (820, s, 8,6 4506 a0}

then x,., (i, j) =

We denote the reconstructed results obtained by trained filter as Xge(i,j), which is (}@g as

Eq. (6), \
Xoer (12 1) = |mf|Iter(g|ven|mageh ). 6 (6)

where mfilter is Matlab command, givenimage 4 > solutlo t image, and h is
obtained filter. Note that hy.y is trained filter with ize, a.K i,j) is the filtered output

image using given image and Ayxn.
AQQ N
,{,G,lee %@dsampled image

Filter design . %
& 4 N Y
Q\ ‘dﬁsampling by Upsampling by

Q filters average filter
0 an Zé;

determaation

@ Output upsampled image

Figure 3. Block diagram of the proposed system

Finally, Figure 3 shows the flowchart of the proposed method. Recall that filter design
process prevent real-time system, we conducted filter design process before the interpolation.
In other words, using plenty number of dataset, the most appropriate filters are obtained [12].
There are two upsampling methods in this flowchart. One method is designed filter-based
method and the other one is average filter-based method. Both results are quite similar to each
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other, thus final restored image should choose either results based on ¢ and 4 determination.
Based on the rules in Eq. (5), final results are determined.

4. Experimental Results

In this section, we compare the objective and subjective quality for the presented
upsampling approach. We conducted an extensive simulation to test the performance of our
method using an Intel(R) Core(TM) i3 CPU @2.4GHz. All methods were implemented in
Matlab software, and were tested using our test depth map dataset. We ran our simydations on
test depth map dataset, which are shown in Figure 4, and its original RGB ima shagv%own
in Figure 5. Note that the image size of Figure 4(a-i,0) are 720x540, a tgt%ahers are
1440%1080. @

(0)

Flgure4 Ori est depth images: (a) billiards, (b) chairs, (c) chess, (d)
cornbox, (e) &s (f) diet_coke, (g) diet_pepsi, (h) fence, (i) hair, (j) math1l,
Siaathz, (N math3, (m) math4, (n) math5, and (0) teacup.

Q'IOWS the PSNR result of different resampling methods for various sequences. The
prop method is compared with bilinear method and different sized filters including 3x3,
5x5, 7x7, 9x9, 11x11, and 13x13. From Table 1, we observed that our proposed method
outperforms all other methods in all 15 images in terms of PSNR. The proposed method gives
better PSNR results than the others by 6.359, 0.515, 0.512, 0.034, 0.036, 0.013, and 0.001

(dB). Table 2 shows the MSE comparison. As we can see, the proposed method gives the best
performance in MSE by -2.554, -0.097, -0.096, -0.006, -0.007, -0.002, and -0.0004.
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bchalrs (c) chess, (d)
, | ) fence, (i) hair, (j) mathl,
(k) math2, (I) math3, (m %\ , and (o) teacup

Table 1. PSNR compansoh&@ers wij %ﬁerent size on fifteen depth images

bilinear | 3737  SoaA T 9x9 | 11x11 | 13x13 | Prop.
billiards | 42.917 b 40T | 48.784 )-49.242 | 49240 | 49.275 | 49.276 | 49.263
chairs | 33.456 WJ3%:328 | 37833 | 37.509 | 37.495 | 37479 | 37.472 | 37475

chess 3}§&5&576\(§§a9 39.977 | 39.981 | 40.106 | 40.104 | 40.118
3 7

cornbox 44.66% 74.699 | 44.872 | 44.884 | 44.883 | 44.899 | 44.925
diamonds | 41.496 | 4 46.572 | 46.846 | 46.858 | 46.928 | 46.957 | 46.995
diet coke | 33.646 (N 3 | 38.531 | 39.027 | 39.091 | 39.228 | 39.378 | 39.488
diet pepsi| 41.2 6.206 | 46.268 | 46.716 | 46.700 | 46.721 | 46.710 | 46.712

fence 26.08 31.855 | 32.281 | 33.581 | 33.628 | 33.713 | 33.768 | 33.810
hair /W‘l 29.559 | 29.567 | 30.481 | 30.526 | 30.617 | 30.645 | 30.691
mathl<J=42.178 | 50.000 | 50.174 | 50.923 | 50.935 | 51.007 | 51.027 | 51.049
aj 41.003 | 48443 | 48.768 | 49.376 | 49384 | 49446 | 49.463 | 49478
II‘M 42.239 | 50904 | 51.093 | 51.790 | 51.808 | 51.851 | 51.851 | 51.859
math4 50.812 | 58.285 | 58.435 | 58.330 | 58.330 | 58.335 | 58.332 | 58.322
math3 47.639 | 56.763 | 56.859 | 57.617 | 57.585 | 57.498 | 57.496 | 57.495
teacup 37.788 | 42.203 | 42214 | 42717 | 42.759 | 42818 | 42.844 | 42.879
Average | 42917 | 48.761 | 48.764 | 49.242 | 49.240 | 49.275 | 49.276 | 49.263
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Table 2. MSE comparison for filters with different size on fifteen depth images

bilinear | 3x3 [ 5x5 77 [ 9x9 | 11x11 | 13x13 | Prop.
billiards | 3.322 | 0.865 | 0864 | 0774 | 0775 | 0768 | 0.768 | 0.770
chairs | 29.341 | 12.031 | 12.018 | 11.539 | 11576 | 11.619 | 11.637 | 11.630
chess | 41.598 | 9.026 | 8.937 | 6.537 | 6530 | 6346 | 6349 | 6.328
combox | 5.988 | 2221 | 2204 | 2118 | 2112 | 2112 [ 2105 | 2.092
diamonds | 4.608 | 1447 | 1432 | 1344 | 1340 | 1319 | 1310 | 1299
diet_coke | 28.087 | 9.328 | 9.119 | 8.135 | 8016 | 7.768 | 7.503 | 7316
diet pepsi| 4.842 | 1.558 | 1.536 | 1.385 | 1390 | 1384 | 1387 | \.386
fence | 160.163 | 42.421 | 38.456 | 28.508 | 28205 | 27.658 | 27.309\pg7.047
hair | 276.483 | 71.979 | 71.840 | 58.206 | 57.614 | 56.409 | 56.05§ } 55.464
mathl | 3.938 | 0650 | 0.625 | 0326 | 0.524]\ 0.516 & 043 | 0511
math2 | 5161 | 0931 | 0.863 | 0.751 | 0245 ])0.739 [\o736 | 0.733
math3 | 3.884 | 0528 | 0506 | 0.431 4~ ‘0.4&) 0.425 | 0424

mathd | 0.539 | 0.097 | 0.093 | 0.096 \,_00096 J 0093 | 0.095 | 0.096
maths | 1120 | 037 | 0134 | 0403 | 0113 | ®I16 | 0116 | 0.116

teacup | 10.821 | 3.916 | 3.905 J @ 34 3399 | 3378 | 3.351
i
\)774

Average 3.322 0.865 0.864 (@7:75y 0.768 0.768 0.770

&J \U
The visual results for test ‘dx@ p data %&so show that the proposed method is
superior to the other methods. propaose proach is more efficient in terms of visual

quality. The proposed methadrdoes not Qi irs-resembling artifacts, providing satisfactory
visual quality. It is also that th sed method gives more effective visual quality
with smoother edges: e 6 a g shows the results images for chairs and diet_coke
images. Q

(b) () (d)

Figure 6. Reconstructed chairs images: (a) bilinear method, trained filters with
different size (b) 3x3, (c) 5x5, (d) 7x7, (e) 9x9, (f) 11x11, (g) 13%x13, and (h)
proposed method
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(e) () (9) (h)
Figure 7. Reconstructed diet_coke images: (a) biligear methotltrained filters
with different size (b) 3x3, (c) 5x5, (d) 7x7, () 9x9, (f) 1Ax11Ty(g) 13x13, and (h)

proposed methed

Figures 8 and 9 show reconstructed image§ with differept filter size and the proposed
method. As we can see, the proposed rdetfted gives e best visual performance with less
outlier artifact. To clearly see the visgah artifact~<FigiesS 8 and 9 show the image difference
between original images and the kecCeristructed Ohe,”As we can see, the results obtained by
bilinear method are the poorest. AsTilter size ieyeases, reconstructed images are better.

(€) () (9) (h)

Figure 8. Difference chairs images between original and reconstructed images:
(a) bilinear method, trained filters with different size (b) 3x3, (c) 5x5, (d) 7x7, (e)
9x9, (f) 11x11, (g) 13x13, and (h) proposed method
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Flgure 9. Difference dlet_coke images between orlglnal and reconstructed
images: (a) bilinear method, trained filters witihdifferent Size)(b) 3x3, (c) 5x5,
(d) 7x7, (e) 9x9, (f) 11x11, (g) 13x13, and (h) preaposed method

5. Conclusions

An image upsampling method has been“iptfoduced.in this paper. The missing pixels are
restored with two ways: filter baseda@approach and Bilinear approach. By means of two
parameters ¢ and 4, one may chooséAnterpolation”approach. Experimental results show that
the introduced approach providés,much better perfdrmance than the other traditional methods.
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