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Abstract 

Nowadays, image upsampling methods have become common as large display market is 

growing. We present a new horizontal direction upsampling method for high resolution 

display using filter and bilinear filter. Two parameters δ and λ determine which reconstructed 

results should be used as the final value. Simulation results show that the proposed method 

achieves better results than the traditional methods from both of visual quality and objective 

performance. 
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1. Introduction 

An image upsampling is adopted for image restoration to enhance the view of displayed 

images for viewers [1, 2]. The image upsampling can include image zooming or enlarging. 

Currently many display formats are used and each display format demands adjustable 

approach for resizing images by upsampling or downsampling [3, 4]. To meet this 

requirement, this paper studies the method how to appraise original pixel in missed pixels 

using adjacent pixels, and create bigger image from small one. Therefore few examples of 

resampling scenarios: plasma display panel to liquid crystal display or vice versa [5, 6].  

There are two classes of resampling algorithms: one is traditional approach and the other is 

adaptive approach. In traditional approach, the algorithm is applied haphazardly in the whole 

image. Two of the representative methods are nearest neighbor method and bilinear method 

[7]. Both methods apply the same approach to the whole image, therefore it requires less 

computation. However at the same time, it causes blurred image and it is unsuitable for 

enlarging photographic images because it multiplies the subjective quality of artifacts 

resembling stairs. On the other hand, the adaptive method is intended to apply certain area 

and use different approach in the same image. Our proposed method is categorized in the 

second approach, i.e. adaptive method.  

In this paper, we proposed a method for low resolution depth images to reconstruct the 

original sized images [8-11]. Figure 1 shows the original depth image and its horizontally 

how-resolution image. The remainder of the paper is organized as follows. The directionally 

categorized image reconstruction approach is introduced in Section 2. Section 3 provides the 

Onli
ne

 V
ers

ion
 O

nly
. 

Boo
k m

ad
e b

y t
his

 fil
e i

s I
LLEGAL.



International Journal of Multimedia and Ubiquitous Engineering 

Vol.9, No.3 (2014) 

 

 

108  Copyright ⓒ 2014 SERSC 
 

simulation results. The objective and visual performance comparison are conducted in this 

section. The paper is concluded with an overall discussion in Section 4. 

 

  
(a) (b) 

Figure 1. (a) Original depth map image (Image #1), (b) horizontally 

downsampled image 

 

2. Directionally Categorized Image Reconstruction  
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: Existing pixel : pixel to be estimated : missing pixel 
 

(c) 

Figure 2. (a) Estimation of pixel difference in five directions: δ60, δ45, δ0, δ-45, 

and δ-60. (b) Estimation of pixel difference in five directions: λj-2, λj-1, λj, λj+1, and 

λj+2. (c) Pixel color explain: light gray is existing pixel, dark gray is pixel to be 

estimated, and white is missing pixel 

 

Figure 2 shows the introduced directionally categorized upsampling method, where i and j 

stand for horizontal and vertical line numbers, respectively. Pixel x (i,j) is denoted as the 

center pixel intensity, which is located at (i, j) and requested to estimated in this work. We 
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assume pixels A, B, C, D, E, F, G, H, I, and J are existing pixels at column number i-1 and 

i+1, as shown in Eq. (1).  
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We evaluate two parameters, δ and λ. A parameter δ is calculated in different edge 

direction while a parameter λ is computed as a difference between column number i-1 and i+1. 

Equations (2) and (3) show parameters δ and λ.   
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(3) 

 

We assume δmin and λmin are obtained as Eqs. (4) and (5). 

 

 min 2 1 1 2min , , , , ,j j j j j           (4) 

 

 min 60 45 0 45 60min , , , , .        
(5) 
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We denote the reconstructed results obtained by trained filter as xfilter(i,j), which is obtained as 

Eq. (6), 

 

  ( , ) ,filter N Nx i j imfilter givenimage h   (6) 

 

where imfilter is Matlab command, givenimage is low-resolution input image, and h is 

obtained filter. Note that hN×N is trained filter with N×N size, and xfilter(i,j) is the filtered output 

image using given image and hN×N.  

 

Given downsampled image 

Filter design

Upsampling by 

filters

δ and λ 

determination 

Upsampling by 

average filter

Output upsampled image
 

Figure 3. Block diagram of the proposed system 

 

Finally, Figure 3 shows the flowchart of the proposed method. Recall that filter design 

process prevent real-time system, we conducted filter design process before the interpolation. 

In other words, using plenty number of dataset, the most appropriate filters are obtained [12]. 

There are two upsampling methods in this flowchart. One method is designed filter-based 

method and the other one is average filter-based method. Both results are quite similar to each 
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other, thus final restored image should choose either results based on δ and λ determination. 

Based on the rules in Eq. (5), final results are determined. 

 

4. Experimental Results 

In this section, we compare the objective and subjective quality for the presented 

upsampling approach. We conducted an extensive simulation to test the performance of our 

method using an Intel(R) Core(TM) i3 CPU @2.4GHz. All methods were implemented in 

Matlab software, and were tested using our test depth map dataset. We ran our simulations on 

test depth map dataset, which are shown in Figure 4, and its original RGB images are shown 

in Figure 5. Note that the image size of Figure 4(a-i,o) are 720×540, and the others are 

1440×1080. 

 

     
(a) (b) (c) (d) (e) 

     
(f) (g) (h) (i) (j) 

     
(k) (l) (m) (n) (o) 

Figure 4. Original test depth images: (a) billiards, (b) chairs, (c) chess, (d) 

cornbox, (e) diamonds, (f) diet_coke, (g) diet_pepsi, (h) fence, (i) hair, (j) math1, 

(k) math2, (l) math3, (m) math4, (n) math5, and (o) teacup. 

 

Table 1 shows the PSNR result of different resampling methods for various sequences. The 

proposed method is compared with bilinear method and different sized filters including 3×3, 

5×5, 7×7, 9×9, 11×11, and 13×13. From Table 1, we observed that our proposed method 

outperforms all other methods in all 15 images in terms of PSNR. The proposed method gives 

better PSNR results than the others by 6.359, 0.515, 0.512, 0.034, 0.036, 0.013, and 0.001 

(dB). Table 2 shows the MSE comparison. As we can see, the proposed method gives the best 

performance in MSE by -2.554, -0.097, -0.096, -0.006, -0.007, -0.002, and -0.0004.  
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(a) (b) (c) (d) (e) 

     
(f) (g) (h) (i) (j) 

     
(k) (l) (m) (n) (o) 

Figure 5. Original test optical images: (a) billiards, (b) chairs, (c) chess, (d) 
cornbox, (e) diamonds, (f) diet_coke, (g) diet_pepsi, (h) fence, (i) hair, (j) math1, 

(k) math2, (l) math3, (m) math4, (n) math5, and (o) teacup 
 

 

Table 1. PSNR comparison for filters with different size on fifteen depth images 
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Table 2. MSE comparison for filters with different size on fifteen depth images  

 
 

The visual results for test depth map dataset also show that the proposed method is 

superior to the other methods. The proposed approach is more efficient in terms of visual 

quality. The proposed method does not give stairs-resembling artifacts, providing satisfactory 

visual quality. It is also found that the proposed method gives more effective visual quality 

with smoother edges. Figure 6 and 7 shows the results images for chairs and diet_coke 

images.  

 

    
(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Figure 6. Reconstructed chairs images: (a) bilinear method, trained filters with 
different size (b) 3×3, (c) 5×5, (d) 7×7, (e) 9×9, (f) 11×11, (g) 13×13, and (h) 

proposed method 
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(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Figure 7. Reconstructed diet_coke images: (a) bilinear method, trained filters 

with different size (b) 3×3, (c) 5×5, (d) 7×7, (e) 9×9, (f) 11×11, (g) 13×13, and (h) 

proposed method 

 

Figures 8 and 9 show reconstructed images with different filter size and the proposed 

method. As we can see, the proposed method gives the best visual performance with less 

outlier artifact. To clearly see the visual artifact, Figures 8 and 9 show the image difference 

between original images and the reconstructed one. As we can see, the results obtained by 

bilinear method are the poorest. As filter size increases, reconstructed images are better.   

 

 

    
(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Figure 8. Difference chairs images between original and reconstructed images: 

(a) bilinear method, trained filters with different size (b) 3×3, (c) 5×5, (d) 7×7, (e) 

9×9, (f) 11×11, (g) 13×13, and (h) proposed method 
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(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Figure 9. Difference diet_coke images between original and reconstructed 
images: (a) bilinear method, trained filters with different size (b) 3×3, (c) 5×5, 

(d) 7×7, (e) 9×9, (f) 11×11, (g) 13×13, and (h) proposed method 
 

5. Conclusions 

An image upsampling method has been introduced in this paper. The missing pixels are 

restored with two ways: filter based approach and bilinear approach. By means of two 

parameters δ and λ, one may choose interpolation approach. Experimental results show that 

the introduced approach provides much better performance than the other traditional methods.  
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