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Abstract

In this paper, we propose a specific time synchronizatj ug%)mcol TSP (Master
Slave Tlme Synchronization Protocol) We designed based he master-slave
Jene nodes. Heterogeneous

nchronization among
work systems. In MSTSP,

ized Wl%e ink Node of USN, because
Sink N come time-sync master nodes.

the time-sync master nodes can always be sy,

the heterogeneous sensor nodes is essential in U;qm ous Sens
the sensor nodes which are homogeneous

And other sensor nodes which differ fro mk 0 ust be time-sync slave nodes, which
need to belong to one of the specifi r no |me sync master nodes then enable
time-sync slave nodes to be syn h with th periods. The proposed MSTSP is also
useful for power saving by maln ing maxl s eep time.

Keywords: Time sync tion, eneous sensor nodes, Sink node, Time-synch
Master nodes, Tlme ve nod s
1. Introducti

Sensor networKs are s networks of small, low-cost sensors, which collect and

disseminate environm ata. Ubiquitous sensor networks facilitate the monitoring and
controlling of physi ironments from remote locations with better accuracy. Recently,
improvement of t nology has made possible the deployment of small, inexpensive, low-
power sensog npdes” Each sensor node is capable of not only utilizing a minimal amount of
processing % a minimal amount of power.

Thus, unhike traditional networks, the major consideration in a sensor network is to extend
w (& d robustness of the system. Above all, two factors need to be seriously considered

@intain the ubiquitous sensor networks. First, energy efficiency is a dominant
consideration because sensor nodes only have a small and finite source of energy. Therefore,
optimizing energy usage is essential to design USN. Secondly, time synchronization is
significantly referred to as a localization of USN, because in most cases, sensor nodes are
deployed in an ad-hoc manner. The nodes are responsible for identifying themselves in some
spatial co-ordinate system. Sensor network consists of various sensor nodes for observation,
information processing, and communication functions. An ad-hoc network is automatically
constructed and application services can be provided through collecting and processing
necessary information after installing sensors to the service area.

In this paper, we propose a master-slave topology based time synchronization for a
USN that consists of various sensor nodes including heterogeneous sensor nodes. The
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proposed MSTSP (Master-Slave based Time Synchronization Protocol) can be applied
to the heterogeneous USN, which consists of various sensor nodes, some of which are
homogeneous with the Sink Node, while other sensor nodes are heterogeneous. The
sensor nodes which are homogeneous with the Sink Node of USN are named time-sync
master nodes and other sensor nodes which are heterogeneous with the Sink Node are
named the time-sync slave nodes. The time-sync master nodes are available for time
synchronization with the Sink Node and also enable the time-sync slave nodes to be
synchronized. This means that the heterogeneous sensor nodes become time-sync slaves
and are controlled by the specific time-sync master. The proposed MSTSP can be useful
in the environment of heterogeneous USN and also effects a saving of poger., The
remainder of the paper is organized as follows. Section 2 describes related wonN« and
Section 3 presents the idea of applying master-slave topolo time
synchronization for heterogeneous USN in detail. The MSTSP algo is also
described. Section 4 explains the experimental resul m%Secti ides a brief
conclusion. l\

2. Related Work Q

A sensor network is composed of a large ber of xnodes, which are densely
deployed either inside the phenomenon © lose o ensor network protocols and
gsor

algorithms must possess self-organizing ilities. ot er feature of sensor networks is
the cooperative effort of sensor node % pplications require wireless ad hoc
networking techniques [1]. Rece ces in “‘% ectro-mechanical systems technology,
wireless communications, an al electro ave enabled ubiquitous sensor networks.

Although there have been seyere resource m% ints in USN, it is essential to reevaluate the
traditional distributed al hronization is one of the basic middleware

services of the USN le nternet do n, the most widely used protocol is the Network
Time Protocol (N TPN ed by 13]. However, NTP, which has been widely deployed
and proved to be-gfie e et domain, was non-deterministic in transmission time

eint
due to the Med cess Ch :k/l AC) layer. Therefore, for further adaptation to the WSN,
the Reference Broadcast ﬁonizaﬁon (RBS) algorithm [14] and the Timing-sync Protocol
for Sensor Networks ( were introduced [14]. The TPSN achieves better performance
than RBS, but it do e clock drift limitation of accuracy and does not handle dynamic
topology changes
Synchronizatiof Protocol (FTSP) was introduced in [16]. FTSP provides rapid convergence
a‘Q%f)wever, it does not cover the heterogeneity of the sensor nodes of the USN.

ronization is important for consistent distributed control and sensing.

, services such as coordination, communication and power management also

of sensing, data processing, communicate components) are deployed once, the sensor
networks are usually unattended, so it is not easy to replace battery of sensor. The need for
energy-efficiency and other constraints is not found in conventional distributed systems. The
energy-efficiency is very important in USN. Also, in USN, it is essential that all nodes are
able to wake up at the same time to be able to exchange information. So far, various time
divisions multiple access (TDMA) schemes proposed in the ad-hoc networks assume clock
synchronization of the nodes [1]. A number of works have attempted to improve energy
efficiency by frequently switching sensor nodes or components thereof into power saving
sleep modes [17]. Although the work of [6] is suitable for wireless sensor networks
synchronization, it does not cover the heterogeneity and low power management.
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Zigbee topology provides scalable coordination of sensor nodes by a pan coordinator.
Zigbee consists of three topologies: star, mesh and cluster tree. It covers time synchronization
of various devices which have different clock sources according to the classification of PAN
Coordinator, Full Function Device and Reduced Function Device. Pan Coordinator
periodically sends a beacon message that includes information of active time and time slots. It
can work for synchronization in the beacon frame. However, Zigbee topology is limited to
only 5 minutes duration. Pan Coordinator must always be in the ‘power on’ mode in order to
repeatedly send beacon messages every 5 minutes. This causes inefficient power use and it
means that the longevity of energy and flexibility of time synchronization according to the

applications domain cannot be guaranteed. o

To solve the above problems, in this study we propose a Master 1
Synchronization Protocol (MSTSP) for the heterogeneous sensor nodes in hen we
designed the MSTSP, our goal was to achieve time sync onization i ornphcated
environment of USN deployed sensor nodes that previo nglsted f omogeneous
and heterogeneous sensor nodes.

We implemented two phase time synch 90 ms d FTSP for the
homogenous sensor nodes and MSTSP for the gen ensor nodes. The aim of

sensor nodes but also longevity of energ use nt i to switch off during the
maximum sleep periods. In addition, ol oach is ted to be flexible with sleep

periods according to the appllcatlon aln @avallable for application to any
kind of multi hop USN. { a&

the proposed MSTSP is to provide not onl$ ime synch tion for heterogeneous

3. Master-Slave Time Sy&omzaﬂ rotocol for Heterogeneous USN

In this section, we d %é the t@ chronization protocol in order to provide a

mechanism of sync r’ the localkgtocks of the sensor nodes in the heterogeneous
USN.

Sink Node

‘% e ﬁ E)l?lﬂ Sink MNog

Client Data Browsing and Processing

Figure 1. Heterogeneous USN.

Figure 1 shows a framework for the heterogeneous USN. A USN application system is
limited in power. Therefore, minimizing power use must be achieved by periodically
repeating the active cycle and sleep cycle. Time synchronization enables all sensor nodes to
synchronize active time and sleep cycle with accuracy. It is impossible for the FTSP
algorithm to synchronize the heterogeneous sensor nodes because they have different crystal
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clocks. Therefore, in a USN that includes heterogeneous motes, the existing algorithm needs
to be redesigned to synchronize the active/sleep time. To solve this problem, we present the
Master-Slave Topology to synchronize the active/sleep time of the heterogeneous motes.

O theTypeB,T;meSyncggn\ b
O hMote Type C, Time Sync S
*~ Inter-Master Time SunQ"muun
ol '3 Masl:er‘-tn—gaueTimeSwl
Figure 2. Master-Slave 'Eor@for h&@)geneous USN

Figure 2 shows a framework for @eter e@ USN applying the Master-Slave
topology. Following this topolog re t of sensor nodes: nodes that have the

same crystal clock as that of t ode of the WSN, and nodes that have a different clock
source to that of the Sink Node.

The homogeneous mote t the Si Me is called the Time Sync Master Node. The
Time Sync Master Nod s the rol ofcluster header and is able to synchronize Slave-
Nodes. Sink Node 1rne S Master Node do have appropriate capabilities and
performance to mai the c Slave Nodes. Inter-Master Time Sync Communication
can successful D rformed n t e Sink Node and Time Sync Master Nodes.

Time Sync Nod dlfferent crystal clock than that of the Time Sync Master. So
Time Sync Slave Node ﬁo to always be under the control of specific Time Sync Master
Node while changin e/sleep mode. The Slave Node must be deployed within the radio
transmission rangg@( least one Master Node. If there are many Master Nodes, the Slave
Node can select onéYMaster Node as its parent node and be controlled by the selected Master
Node. \gr

O

2 O Table 1. Margin specifications

Heterogeneous
Functions Homogeneous
Master Slave
Time Sync. Send/Receive Send/Receive X
Protocol
Time Sync. X Send Receive
Command
Routing Send/Receive Send/Receive Send/Receive
Protocol
Parent Enable ? (6] (0] X

Therefore, the Slave Node can never be a parent node of any other nodes during the
network routing. The following table describes the functions of the Time Sync Master and
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Time Sync Slave Nodes.

In the case of USN with only homogeneous sensor nodes, the Time Sync Command is not
required. In addition, it is not necessary to set the constraint of the enabling parent node.
However, in the USN that includes the heterogeneous sensor nodes, two-phase
synchronization is needed. Both the Inter-Master Time Sync Communication and Master-
Slave Time Sync Command are required for the synchronization of the global time. The
Master Node sends messages of the command that controls the active/ sleep modes of the
Slave Nodes. The Master Node could be the parent node with respect to the network routing.
Slave Nodes do not need to achieve the Time Sync. Algorithms for themselves but do receive
commands from their Master Node. Then the Slave Nodes calculate the sleep timg and €an
change the mode of repeated active or sleep time. Also, a Slave Node can nev Mrent
node. Master Nodes play the vital role of the header of the cluster of S VZEN&&S. Our
approach is flexible with sleep periods so that it is availz%for applic@ any USN

applications domain.
Figure 3 shows the detail process of performing time@&gh

[ ]
nization ®etween the Master
and Slave Nodes. Q 6)

Sleep Timer StopNow ctive Timer
Fired Send tart

l i j O ot S
1 lz _,u;\ ? NL'd \

Time Sync Master '\ 4 %
Q@_V_ I S—— —
VT

Time

Sleep Processiﬁg q Sleep Period
[l
Lo y Active Timer
@ Packet in ai % Start
[ ]
StopNow
\ : Receive | power OFf

P 5 ¢ |7
TimeSync@ e

6 T___JL ________ I
Sleep
i

:z rocessing Sleep Period

Figure @ntrol Process of Master-Slave Time Sync Command

4

The co from Master to Slave controls the active/sleep mode of the Slave Nodes.
Before it es the sleep mode, the Master Node calculates the global time and broadcasts
the w’ message, which includes the information of the time stamp for the Slave Node

long to be asleep. As soon as the Slave Node receives the ‘Stop Now’ message
from the Master Node, it changes the mode to sleep.
Each step is described in detail as follows.

- [Master] Sleep Timer Fired: Sensor node enters the active mode and is set to sleep time in
the timer. The software module is then interrupted by the timer when the sleep time has
been fired. The Master node is then changed to sleep mode.

-[Master] Sleep Time Calculation: To satisfy the sleep time defined by the applications, the
Master node needs to calculate its own sleep time. As each node is able to have a different
sleep time for each active/sleep cycle, sleep time calculation is repeatedly performed every
cycle. The calculated time is Ts.
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- [Master] “Stop Now” Send: By using the radio chip, the Master node achieves the control

packet of the Slave node, which is called “Stop Now” send. The packet includes the
information of Ts.

- [Packet in air]: While the Master node broadcasts the packet, all nodes near the Master
node will also receive the packet

‘[Master] Send done: After a radio chip finishes a stage of sending the data, the radio chip
makes ‘interrupt’ of send done to the software module.

- [Slave] “Stop Now” Receive: After a radio chip receives the data and the radio c¢hip makes
‘interrupt’ of stop now to the software module.

‘- [Master] Active Timer Start: During this period, Ts, the calculated sleep/fi a set to the
active timer in order to make interrupt of firing sleep time. 1

- [Slave] Active Timer Start: During this period, the a er Q/ge Ts, which was
sent from the Master Q &)

- [Master] Power Off & 7°. [Slave] Power Off; During the s% de, most components of

the sensor nodes such as Sensor H/W, Rad1o and C1 xcept the clock of the fired
active timer, are set to ‘power oft” in ord @ave energy\

The task scheduling is first deS|gn der t I ment the proposed MSTSP. It is a
sequence of the tasks that are per, o y aII odes during active mode. All sensor
nodes start in the active moqg% same tim d task scheduling is essential for the
accuracy of time synchronization 0t the emle&Q?SN to avoid interference with adjacent nodes

in the application domain. Figure 4 sh ask scheduling for all nodes during the active
mode. All summation ti st be Ies)& the active time.

\\ ‘%
QQ T : Active Time
s (Ta)O..n Ty (T)e-n (TO)O..n

'&Figure 4. Task Scheduling for MSTSP
Details@& shown in the following.

“Tc ; o@and processing

Tc e task for processing the command from gateway to sensor node. It can be a solution
for the miscellaneous differences of time caused by time synchronization. Therefore it is the
first task.

-Tv : Variable Time

Tv is the random time for each sensor node to do nothing. It provides a different time for
each task and prevents both the competition of the channel and any failure in sending the
message.
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‘Tn : Network Routing Time

Tn is the time for sending the network routing message. Sensor node receives the message
sent.

Tt : Time Sync. Time

Tt is the time for processing the time synch message to be sent by Master Node. In the case
of Time Sync Slave, the Slave Node never performs this task.

T5 0..n : Sensing Time

[ ]
Sensing task is performed during Ts 0..n. x)
‘(1a)0..n : Actuator Time

Actuator is actuated during (Ta)0..n. Through the actua % envzrq%g sensor nodes

is able to be controlled. If the actuator is not needed, 1t jtted.

(Td) : Sensing Data Sending Time Q
During this time, the sensing data collected by Id is sent to WNode of USN.

(Tl) 0..n : Alarm Message Sending Time o E

When the alarm is occurred, the t send @ alarm message to Sync Node is
achieved. K
-To : Operation Information S%
A command to reque tion inf from gateway is sent and the task of sending
the message to Sync No en per . Operation information includes the operations
of the sensor node s |ve/s radlo power, and the threshold of each sensor.

Q Alarm
Message
@ Issue

& p Threshold

: Q Down Threshold
Sensing Value: . i
L fu— -/
i ¥ Y
Normal  Up Alarm Normal Down Alarm

State State State State

Figure 5. Sensing data filtering using Up/Down threshold

Although many tasks were performed, all messages are to be processed normally within
the active time. While all sensing data must be sent to Sink Node or gateway, the collected
data has a large volume, so the sensing data needs to be filtered before sending to gateway.

A simple filtering is used for alarm management. We use the down/up thresholds not only
to select sensing data but also to check the anomaly. The users can define the UpThreshold
and DownThreshold. If the sensing value did not include these ranges, anomaly alarms could
be made. Figure 5 shows the states of the alarms and thresholds.
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4. Experiments

In this section, we describe the experiments to evaluate the time synchronization of
heterogeneous sensor nodes applying master-slave topology.

6.

e
N

Master

\

MicaZ TIP50CM (TelosA clon)

ents

Figure 6. Heterogeneous virtu@s for év

We constructed the simulated environ

homogeneous sensor nodes and hetero

implemented on the MicaZ as Time- %
Time-Sync Slave Node. We
i

%

gateway and verified the syn

that
dtime o

o s

al USN including both
. The proposed MSTSP was

and TIP50CM (TelosA clon) as

Table 2. I—AR@are pIQ@for simulated environment

\\ 7 Master Slave
alpe” Mj TIPS0CM
(TelosA clon)
Processor 8bit”  RISC | 16bit RISC
E gJBMHz 8MHz
Radi CC2420 CC2420 IEEE
c»&b 802.15.4
.Q 2400 MHz ~
< 2483.5 MHz
Clock 921.6 khz 32khz
%" Range 10m ~100m | 10m ~ 100m
Q Sensor Temporature, | Temporature,
Q Photo Photo, Humidity
Battery AA2EA AA 2EA
Power 27~33V 2.7~33V

We

implemented MSTSP and evaluated experiments.

MSTSP performs

ast l\@e
@ﬂe sensing data had arrived at the

heterogeneous sensor nodes.

time

synchronization in two stages. In the first stage, multi-hop routing is performed. Time
synchronization of heterogeneous sensor nodes is carried out in the second stage. Figure 7
shows that implemented routing algorithm works well for the heterogeneous USN.
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Topology
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Mote Alarm Info.

Mote Color
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137 megs (05104 msns/sec)
[ ]
135 msgs (0.5219 msgsfsec) v

139 megs (0.5094 rpfpeisec)

# Message received

= Mote Links
Normal : light green °
Data send : red

Figure 7. Results of u utlng\)

Using the arrival times of the sensing data to th teway‘%[‘ s that the master nodes
coordinate the slave nodes to synchronize the sle cycl.e by caleulating the sleep time only

when the master nodes are invoked. ° Q \
/\\ ~
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szigure 8. Experimental results of MSTSP Accuracy

¢ m was tested repeatedly for 30 minutes and during the test all nodes, including
Aétefogeneous nodes, were switched off and on. The motes sent time stamp messages to
each other for 30 minutes. The results are shown in figure 8 and demonstrate that our MSTSP
works accurately.

We also evaluated our MSTSP by comparing it with Zigbee in terms of sleep time and
power saving. The experimental results demonstrate that our MSTSP is more efficient than
Zigbee in the environment of heterogeneous USNS.

Figure 9 shows the results of comparing the sleep time of our MSTSP with that of Zigbee.
In future research, we will consider the size of each cluster for efficiency and we will perform
experiments according to the size of the cluster. Also, the appropriate numbers of slaves under
the one master node will be determined for efficient network routing.
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comparison of sleep time

=—4=Tighee —E-MSTLP
e T
o w0

miotel motel mated moted miotes

Figure 9. Experimental results of MSTSP Energy Efficie@)

5. Conclusions

USN has limitations in terms of the source of power
kinds of sensor nodes. We applied the concept,
synchronization of the heterogeneous USN an (Master-Slave Time
Synchronization Protocol). We implemented chronization algorithms
using both an extended FTSP for the h ous s8¢ nodes and MSTSP for the
heterogeneous sensor nodes. We then dg strated th; STSP works well through
simulated USN experiments with seve 0

gen otes.
The contribution of this paper E e pr X STSP can provide not only time

ology to the time

synchronization for heterogengo sor nod also longevity of energy because it
imum sl% periods.
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