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Abstract 

Discovery and subsequent effective retrieval of useful user generated content depends on 

proper meta-data annotation implemented on an object such as a title and Keywords. In this 

study, a simpler unsupervised non graph-based algorithm for extracting keywords is 

proposed. A novel key phrases chunking approach was adopted; this utilizes words sequences 

as they appear in the original document. The simple but effective Term frequency-inverse 

document frequency (tf-idf) weighting scheme was exploited to rank the novelty created key-

phrases.  Comparing to a similar algorithm that uses three metrics weighting scheme, the tf-

idf yielded a precision of 89%.Thus, the application of tf-idf algorithm on YouTube’s 

metadata based keywords shows to be useful approach in its objectivity. 

 
Keywords: keywords automatic extraction, Tf-Idf Weighting, Forward Words Pruning, 
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1. Introduction 

As the results of web 2.0 technological revolution, the web is filled up with the huge 

amount of both professional and amateur user generated content (UGC). This digital resource 

is composed of wide variety of contents, with different formats and metadata types constitute 

a heterogeneous set of resources difficult to deal with [1]. UGC gained their importance 

through social media tools that facilitates online social networking and allow users to create 

and consume digital content at the same time via variety of channels .Discovery and 

subsequently effectively retrieving of UGC in social media domain is a continuous area of 

research interest. Some UGC in content sharing sites has a great educational potential; In 

YouTube‟s video collection for instance there is a large amount of user generated content that 

can be used for formal and informal learning [2]. The well- established methods for such 

digital resources discovery are within the text-based information retrieval domain which 

capitalizes on the document metadata, including tags and keywords extraction. Social media 

tagging is a compromise between manual and automatic indexing [3]. It is done by diversity 

of users who may or may not be experts consequently user generated tags varies widely. 

Another  challenge  with UGC tagging is that they directly reflect the conceptual and 

linguistic structure of the users and their diverse geographical and cultural backgrounds [4], 

this is prone to introduce biasness and semantic variation of the same content [1]. Thus, it is 

necessary to have ongoing studies that address these issues. In this study we propose a 

keyword extraction method that objectively creates keywords from various UGC tools like 

YouTube video, basing solely on the Content‟s metadata. The automatic annotation of UGC 

might be helpful to the content creators as well as to those who seek the content for various 

uses. 
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2. Related Work 

2.1. Machine Learning Approaches 

 Document oriented keywords extraction are the preferred method over corpus oriented 

because of its reliability. The  document based methods are not pertubated by changes like it 

is with corpora [5]. Within Document based approaches there are also supervised or 

unsupervised options; the most powerful key phrases extraction algorithms are based on 

supervised learning which address the problem of associating keyphrases to documents as a 

classification task. However, since this approach requires a corpus of similar documents, 

which is not always readily available therefore constitutes a major drawback. Therefore, even 

though The unsupervised  approaches are, less accurate  they are favored because they don t 

bring the massive training overhead while at the same time  delivering fairy acceptable results 

for many applications as compared  to their counterparts. Work for keywords or keyphrases 

extraction has been performed on the written text domain, often based on frequency, word 

association, structure or position, and linguistic knowledge. 

 

2.2. Key Techniques 

Some of the  studies in unsupervised category  includes the comparative algorithm 

combination by Zede Zhu, et al., [6], typical graphical measure based by Lahiri, et al., [7], 

Vocabulary expansion approach by Liu, et al., [8], the nearest neighbor approach by wan and 

Xiao [8], and the classical TextRank and a graphical approach by Mihalcea and Tarau [5, 9, 

10]. Regardless  of  the previous machine learning classification, and  keyword  extraction 

there are other interesting   key  techniques that  worth mentioning , these include  a Multi-

relational Network Construction  by Lei, et al., [11] and neural networks based techniques 

[12]. In literature we also find some key techniques in this research area like  use map-reduce 

[13], statistical approaches, text semantics [14] and simple  word frequency. The tf-idf 

weighting technique has been used for keywords extraction before but with different 

approaches and with different domains of applications, like in support vector machines [15], 

in website clustering [16]  and in automatic key phrases extraction KEA [17]  a supervised 

algorithm where it was used in conjunction with a Bayesian classifier thou it did not use a 

controlled vocabulary, but instead chose keyphrases from the text itself.  

In this study a simpler unsupervised tf-idf based algorithm  was proposed in contrasts to 

Rapid automatic keyword extraction REKA [18], an extended TextRank algorithm [9] which 

uses three metrics for weighting. The TextRank algorithm is among the popular pioneer in the 

field in which text is modeled as a social graph with each word represented by a node; the 

edges can be lexical, semantic or any other relationship required by particular application. For 

keywords extraction lexical units that co-occurred within a window of N words were used. 

The pre-processing step in TextRank work involved collapsing all sequences of adjacent 

keywords into a multi-word keyword. In the proposed approach the opposite is done by 

pruning chunks of the original text while preserving the word sequence order. The text is split 

in chunks of n-gram based on the normal punctuations and an a priori chosen set of stop-

words in manner described in REKA, However different to REKA approach a simpler final 

keyphrases ranking scheme that is based on a single weighting metric is used. The top n 

keywords from the tf-idf scores adapted for a single document are used for back-filtering to 

retain only the relevant keyword out of the pool of all potential key words.  
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2.3. TF-IDF for Single Document 

The tf-idf is a numerical statistic that is intended to reflect how important a word t is to a 

document d in a collection or corpus D; mathematically it can be expressed as 

      
  

  
      

 

  
 

 

Where  

 nt = number of times that term t occurs in document d 

nd = number terms in document d 

D = the total number of documents 

Dt = the number of documents containing term t 

The second part of the formula is the inverse document frequency, which measure whether 

the term is common or rare across all documents. 

 Although the original design is to work with different documents, tf-idf can be adapted by 

regarding each sentence as a one-sentence document just as TextRank is the implementation 

of the general PageRank algorithm to a single document. The single document tf-idf adaption 

is necessary in ensuring the analysis is not affected by ever changing document streams in a 

corpus [5]. The tf-idf score in this context will reflect how important the word t is to 

sentences in that particular single document. In the proposed algorithm the maximum score 

for the word t is chosen when word t appears in more than one sentence. In that way, the same 

tf-idf discriminative power for different documents can be harnessed by identifying the top n 

discriminating terms in the context of a single document. 

 

3. The Algorithm Description 

In this section we describe the proposed algorithm. The major strength is in its novel 

candidate-phrases chunking and the simplicity of the tf-idf weighing scheme adapted to a 

single document. To begin with, an input document was pre-processed by normalizing all 

character cases to lower case, then all known English language contractions like "i'm", "ain't"  

and others were replaced by their normal equivalents. Finally the common English word like 

'i', 'me', 'my' and others which carry little or no meaning (stop words) were filtered in 

additional to domain specific stop words. The pre-processed document was then used to 

calculate the tf-idf scores according to equation. A different preprocessing was done on the 

original document in which the stop words and the punctuations are leveraged for phrases 

splitting using regular expressions. The text chunking is done by taking care of duplicates, 

empty strings and white spaces while maintaining the order of text chunks sequences from the 

original document, this is what we call forward word pruning. At that stage then the tf-idf 

weighting for each text chunk can be done and finally be ranked. The detailed description of 

the algorithm is given below. 

 
The forward word pruning algorithm 
Input:  Text document 

Output:  Ranked keywords list of at most 3-gram 

S = {StopWords}, D = {Documents}, P = {Punctuations} 

∀di ∈ D   

Begin 

(1) Read  di,S,P 

(2)    
 ← di − S 
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(3) punct ← δ, δ ∈ P 

(4) for word ∈ di 

a. if word ∈ S 

b. punct ← word 

c. for punctuation ∈ P ⊂ di 

i. if punctuation   δ 

ii. punct ← punctuation 

d. return list     
     of text_chunks 

(5)  for word ∈   
  

a. tfidf_score ← tfidf (word) 

b. if word ∈   
   and tfidf_score|word  = {s1, s2,… sn} 

c. tfidf_score|word ← max{s1, s2,… sn} 

(6)  for each text_chunk in   
   

a. if len(text_chunk) < 3 and if word in top n scores 

b. split text_chunk into tokens 

c. text_chunkscore ←∑            |w ,w ∈  text_chunk 

d. keyphrase_score ← text_chunkscore 

e. Return the ranked list of the keyphrases 

End 

Since the tf-idf called in step 5 implicitly employs a loop, as a rule of thumb the proposed 

algorithm sequence will be dominated by maximum two loops making the algorithm 

complexity of  (  ). 
 

4. Experimental Result 

The algorithm was implemented in python. The keywords were limited to at most 3-gram 

basing on the common practice in abstract keywords writing.  The filtering result was done on 

the same abstract sample document from INSPEC database as used by Milhacea for 

comparison purpose. The results of the initial text chunking and the top-n tf-idf scores are 

given in Figure 1 and 2, respectively. The proposed tf-idf based weighting scheme for the 

sample document used is presented in Figure 3; in that figure the candidate key phrases are 

set against the individual component term. To measure the performance of the proposed 

scheme it was appropriate to gauge it against the original human keyphrases assigner. A quick 

Analysis of the original papers[19] abstract revealed  that there were keywords and  word  

sequences introduced that never appeared in the given abstract; example the words 

“homogeneous”, “truncated”, the sequence “diophantine constraints” and others highlighted 

by underlining in Figure 5. This signify that manually assigned keyphrases are potentially 

subjective, this is a drawback since algorithms which conserve the original word sequences 

order will never reproduce them. So in comparison to the author‟s manual assignment, all 

words implicitly added from human expert knowledge domain were ignored and only those 

which were in the input document were used for matching. Previous studies using this sample 

abstract used the uncontrolled terms given by the Inspec database as the manually assigned 

keyword, for comparison sake the same approach was used, assuming that the order of 

appearance in the Inspec abstract to be the order of importance.  

 Figure 4 shows our ranked list of the candidate keywords. The comparison of the first 

eight ranked phrases to the Inspec database keywords is presented in Figure 5. If only first top 

nine from our ranking are considered which is one third of the unique tokens in the sample 

our algorithm reproduces five true-positives, matching exactly those given in the Inspec 

database. This is equivalent to a precision of 63%. Precision is the number of correct results 
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divided by the number of all returned results, here expressed in percentage. Other used 

performance measures are recall and F-measure; recall is the number of correct results 

divided by the number of results that should have been returned while F-measure is given by 

            ((                  ) (                  )⁄ ) 
For our result recall is 71% while the F- measure is 67%.  The keyword “upper bound” 

was missed in our top seven keyphrases and also the keyphrases “minimal supporting set” 

and “minimal set” were generated but did not appear in Inspec databases seven keyphrases. 

Comparison with REKA which uses three different metric weighting schemes gave the 

precision of 89% on the same sample input abstract 

 

Figure 1. The Keywords Candidates Chunked by Stop-words and by Normal 
Punctuations 

 

Figure 2. The Single-document Tf-idf Scores for the Pre-processed Token of 
the Input Text 

 

Figure 3. Tf-Idf based Weighting Scheme for the Sample Document 
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Figure 4. The Ranked Key Phrases Output 
 

 

Figure 5. The Original Sample Abstract with the Author’s Assigned Keywords 
and the Ones Assigned in the Inspec Database 

Table 1. Comparison of the Generated Key Phrases from the Proposed 
Algorithm with the Sample Abstracts Author Manual Key Phrases and Inspec 

Database Manual Key Phrases 

Manual - Author Manual – Inspec 

database 
Rank 

Ours-TF-IDF based Rank 

system of linear  

diophantine constraints , 

homogeneous linear 

diophantine constraints , 

nonhomogeneous linear 

diophantine constraints 

linear constraints   

1 

' linear constraints ' 4 

 set of natural 

numbers   
2 

' natural numbers ' 6 

system of linear 

diophantine equations , 

homogeneous linear 

Diophantine equations , 

nonhomogeneous linear 

diophantine equations 

linear Diophantine 

equations   

3 

linear Diophantine 

equations   

2 
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linear diophantine 

inequations , 

homogeneous linear 

diophantine inequations 

strict inequations   4 ' strict inequations' 7 

 nonstrict 

inequations   5 
' nonstrict inequations ' 8 

 upper bounds   6   

 minimal generating 

sets 
7 

minimal generating sets 5 

   minimal supporting set 1 

   minimal set 3 

criteria of compatibility     

truncated set of 

solutions 

 
 

  

 

5. Extension to YouTube Videos 

We researched the usefulness of our algorithm by applying it to automatic generation of 

the YouTube how-to videos [2] which we are convinced are potential learning sources for 

many people who seek education informally. A python based YouTube metadata extraction 

API was used to get four parts of interest from the metadata namely the title, the author and 

the video description and the author assigned keywords. A typical YouTube video metadata 

like in Figure 6 has other parameters like number of views, likes, length, date of publication 

etc., some of which (like keywords) are hidden from the user 

 

Figure 6. Part of YouTube’s Video Metadata 

In this metadata retrieval sample, the author the title and the video were concatenated to 

form a single text document which was tested. The sample result can be seen in Figure 7 

below. As noted earlier, author-assigned keywords will show some biasness to his or her 

knowledge domain; in this case also some words were noted that were not part of the title or 

description for example the phrase „Nyan Cat‟. The other keyword, 'survey monkey',' embed 

video' and „html code‟ were captured well disregarding the order of their appearances. The 

proposed keywords on the YouTube sample video are objective in nature; they might prove 

useful in objectively annotating YouTube videos especially the instructional and educational 

videos like the How to video. 
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Figure7. Extracted Metadata and our Generated Keyword based on Author, 
Title and Description 

6. Discussion 

The study objective was to demonstrate the simpler tf-idf based keywords extraction 

approach; to show the extent of subjectivity of the annotations in the UGCs and show how the 

proposed algorithm might help in solving such issues. The algorithm description was given 

and the comparative performance on the sample text used in previous studies is encouraging. 

The extension of the algorithm application to YouTube‟s metadata shows how useful it can 

be in dealing with subjectivity in tagging. The issue of subjectivity UGC tagging was explore 

with evidence presented using the YouTube video author keywords assignment in section 5 

and the popular sample abstract used as a standard in famous keyword algorithms like 

TextRank and REKA in section 4. Our investigation of the original manuscript revealed that 

in the first case, the keywords assigned by Inspec experts were different from the original 

author‟s assignment. Comparison to the original   paper‟s [16] abstract revealed that the 

author chose as keywords a sequence of words that never appears in the body of the given 

abstract; for example the words „homogeneous’, ‘truncated’,  ‘diophantine constraints’ and 

others highlighted by underlining in Figure 5 were subjectively introduced by the content 

creator. In the case of YouTube sample video, the author assigned keywords „Nyan Cat‟ and 

„How to‟, the first one is not found anywhere in the metadata text extracted while  the second 

one constitutes two common English stop-words that will always be filtered in many 

keywords extraction algorithms and  thus can never be reproduced. User assigned keyphrases 

especially in UGC domain are potentially subjective relative to their domain of expertise, 

locality and culture. Objective keyword extraction should only be gauged basing on the given 

text content or metadata otherwise modeling becomes complex. In both tested the proposed 

approach objectively captures the important keyword and thus it can be used in indexing 

applications or help experts and non-expert users who might need automation in tagging their 

created digital content. 

 

7. Conclusion 

The importance of discovery of multimedia content in the context of web 2.0 cannot be 

over-emphasized. Text mining and natural language approaches are well established so it is 

always preferred to cast discovery problem into those domains for effective retrieval. In this 

study, a simpler non graph based algorithm that exploits the power of tf-idf weighting scheme 

for single document to extract keyword was proposed. Also the challenges of modeling 

human tagging were demonstrated by presenting the original authors‟ assigned keyphrases. 

The performance of the proposed approach was reasonable though little less that of the three 

metric based weighting scheme REKA. The applicability of the algorithm is seen in sample 

experimental result on YouTube videos. Our major contribution is twofold; the simplicity of 
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our proposed automatic keyword extraction approach and the evidence based discourse of the 

UGC creator‟s subjectivity in tagging. Our keywords extraction method is an approach 

towards solving that bias. 
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