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Abstract
In order to preserve important data including a company’s intellect pertles
which require security or deserve to be archives, we generall do it elec in disk
mirroring, also known as RAID, or external storage s’ D|g a can be
corrupted if the storage devices deteriorate or by exter ompromised

data undermine their authenticity and usability. e is prese new method to
recover damaged electronic data to restore their a @ icity a
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1. Introduction \ \@

Key data stored in a digital f an be pr&ﬁ s of a company or archives for a
country or its industries. To p them an be encrypted in a perspective of
security which only autho users ca ss, or we may archive them in disk
mirroring or CDs for ar rdlng pu@wever storages like hard disks or CDs to
save data have finite ity and a ceptible to outside influences. We can take a

precaution using  di irroringeahd copying data through various storage devices,
currently there i reliab‘@e net to prevent corruption of parts of data in files

Existing @ods can be categorized into software-based and hardware-
based. Softw isk recovery methods work using partition attributes and
signature informati es [1-2]. But if certain areas are overwritten or damaged, the
recovery does k. Peter Gutmann introduced a hardware-based disk recovery

method in 199 . It inspects hard disks using an atomic microscope that can measure

g area in hardware level. It is possible when bit information remains in the
sector area. But it requires a lot of time and efforts and has limitations if the
: @ have been overwritten seven times or more. In addition RAID technology is used to
protect data, RAID5 and RAIDG6 recover data using a parity disk [4]. However, recovery
is limited if there are two faulty disks or more.

We propose a MADR (Multi Array Data Recovery) algorithm that uses a file
format to ensure preservation of important data and to technically address partial
data damage and that takes advantage of recovery blocks of the corresponding file
format. In this thesis we focus on a MADR algorithm with two-array recovery
blocks.
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2. Data Format for MADR Algorithm

Dollar proposed eight requirements to enhance preservation of electronic archive. Eight
requirements are Readable — information system is always accessible and usable,
Intelligible — expressing information is possible, Identifiable — able to distinguish among
information objects based on unique attributes, Encapsulate — able to combine into
composite records, Retrievable — able to search, Understandable, Reconstructable,

Authentic — records shall not be altered for a long time [5].

Defining a format to recover electronic records requires metadata. Metadata are values
of record attributes in electronic records. To manifest the proof of activity, event
information describing not only information of records but also how they have been
produced and managed is essential to record management. In other words, in order to
prove that records are authentic, have been managed without any damage or any forgery,
have been produced while tasks related to them have run, and are always easy to‘gearc
and clear to understand, metadata tied to the records should be produced and sto

Electronic records marked as key data can be stored encrypted along tadata,
which guarantee authenticity. The Data format shown in Flgu el suppor icity for
encrypted data and normal data and their data recovery. Q

File Info @ nfo

Hash | CRC Block ovety %‘
E J
Figur ery D Esrmat Structure

* File Info: basmﬁf;matl \1e file including its filename, its size, its

format, and S 5\3
e Meta Inf ormatlo%clu ing creation date, owner, modification events,
and ha e

. as eto guar tegrity of data
. h ock: v o confirm an area where data are damaged.
. ‘ apOvery b@ ck used to recover damaged data
The data format C block to locate a damaged data block and a recovery block
to repair damage Additionally it has optional data fields like hash value, creation

date, and own arantee authenticity. The crucial components to apply data recovery
methods aresthe €®RC block and a data block, and the CRC block is not needed if we can

find othe to correctly locate where data are damaged. To produce CRC blocks from
data bl , the recovery method extracts a CRC value from each data block of a
S c size and sorts CRC values to fill the CRC blocks as shown in Figure 2.

Q) DataBlock | CRC Block

Figure 2. Creation of CRC Block

From data blocks in a two-dimensional matrix with m rows and k columns as shown
in Figure 3, k recovery blocks are created with the XOR operation of data blocks in each
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column, and m recovery blocks are created with the XOR operation of data blocks in each
row.
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Figure 3. Creation @covef)@ck

L J
Depending on the actual size of da& reco) r@thod can create multiple blocks
of two-dimensional matrixes of reco ock. &
3. tow-array MADR Algoki . 6
The Data recovery techaplogy is characteristics of XOR operation. Let “A”,

“B”, and “C” be data in one grodpand let “R” be a recovery block for that group.
The XOR operatiQfi recov f one damaged data block using the recovery block

and the other tw ocks e pot damaged.
AP B¥C=R, 4S9BSR-=C
O ReC=3B. Re@BaeC=4
We can check a d data block with the CRC value. Suppose that a data block has

such three dat ks as depicted in Figure 4. If data in DataBlockl are damaged as in

4x4 bytes alonagg@ CRC byte for each row and that a recovery block is created from
Figure 4,; ;RC rror is detected in DataBlockl. We can recover the damaged data using

DataBI ataBlock 3, and the recovery block.
<b CRC Error
114 5 4115|138 415|119 3 |15]15]) 4
Data ||6[12[1]8 slitfr| |30 7(7] |7]3]6]4
Damage | |2 |2 [13]|9 13)16 |5 (12 1(141 2|8 5115] 5 |13
3|80/ 7(w0]9|3| |2]13/5]6| |1]5]2]s
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DataBlockl DataBlock? DataBlock3 RecoveryBlock

Figure 4. Damaged Data Block by CRC Error
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After the recovery method detects the CRC error and finds the damaged data block, it
recovers the data block using the recovery block as shown in Figure 5.

4 (15|13 |8 45119 315151 4 315(915

215111 @310?? 65?3614 _ | 61]12|10|8

13|16 |5 (12 114|238 5115] 5|13 9171219

71101913 21]13(516 1150 2|8 4181|1413
L

L J J J
T T T T

DataBlock? DataBlock3 RecoveryBlock DataBlock1

Figure 5. Recovery of Damaged Data Block using the Recovery Block

The XOR operation of DataBlock2, DataBlock3, and the recovery block is performed
to recover the damaged DataBlockl. If there are two damaged data blocks or more in the
group, recovery is not possible. The probability of recovery may increase

adjustment of the group size and the interval of the recovery block.

As an example, we created samples of a 4x4 data block and its recov: Eks and
analyzed the types in which data blocks can be recovered. L L1” and / lines for
rows and “L3” and “L4” be lines for columns, and we c ver da@)locks using

the XOR operation.
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Figure 6. Sample 1 of DaARecove’ %Randomly Damaged Data Blocks
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Figure 7. 5@ 2 of Data Recovery of Randomly Damaged Data Blocks
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Data r&uy is possible if not all four data blocks intersected by the four red dashed
lines a@maged as in Figure 6, Figure 7. Damaged data blocks are recovered with
reco ocks through steps (2), (3), and (4). On the other hand, if all four data blocks
% ed by the four red dashed lines are damaged, partial recovery is possible, but the
lete recovery is not possible as in Figure 8. The method can recover damaged data
blocks at (A4,G2) and (A2,G4) using a pair of data blocks at (AR,G2) and (A4,GR) and a
pair of data blocks at (AR,G4) and (A2,GR), respectively. Recovery blocks to recover

data blocks at (A1,G1), (A1,G3), (A3,G1), and (A3,G3) are not available.
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Figure 8. Partial Recovery of Damaged Data Blocks \/,
We can see that data recovery is not possible if all four data blocks inter c% the
four red dashed lines are damaged as in Figure 9. é
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ry=bloCck require more recovery blocks than one array. We
2 @overy blocks based on the following criteria:
e Setthesi e original image to 1 Ghyte(1,048,576 Kbyte)
e Setthe f one data block to 32 Kbyte
e Set p size of data blocks to 1
e Me the area size in the A axis by 128, 256, 512, and 1024
. sure the two-array area size in the G axis by 128, 256, 512, 1024
sume the group size of data blocks to 1
get the number of total data blocks and total recovery block using the
g formulae below.
DB _ quantity = Disk _ Size / DB _ size
RB _quantity =T + k(T /m)
(T = Disk _ Size /(DB _ Size x k))
For example we set both DB and RB to 128, 256, 512, and 1024 and can get the total

number and percentage of data blocks and recovery blocks using the formulae as in Table
I. The number of data blocks is 32,768 because the group size is fixed.
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Table I. Total Number and Percentage of Data Blocks and Recovery Blocks

k 64 128 256 512 1024
m count | per |[count| per |count | per [count| per |count| per
o |DBJ32768 [ [oe7e8 [, [sere8 | [seres | [se768

RB| 1024 |° " | 768 || 640 | 7| 576 | | 544 | "
198 o |3o7es |, . |o27e8 |  [seres| . [seves| . (82768 o

RB| 768 | 7" | 512 | " 384 | 7| 320 | °"| 288 |7

DB | 32768 32768 32768 32768 32768
256 1.95% 1.17% 0.78% 0.59% 0.49%

RB | 640 384 256 192 160

DB | 32768 32768 32768 32768 32768
512 1.76% 0.98% 0.59% 0.39% 0.29%

RB| 576 320 192 128 96

<

DB | 32768 32768 32768 32768 32768 \\/
1024 1.66% 0.88% 0.49% 0.29% o N

RB| 544 288 160 96 64

We can see that the percentage of recovery block is% ng a mbers of k
and/or m are increasing. As k and m increase, the ge «Qf reddvery block is
decreasing under 1%, which results in decrease of o o sp&%eqmred But if k
and m are too high, the number of data blocks \ e reco ck is increasing so
much that it may cause an adverse effect o ecreasmg overy percentage. To
optimize recovery performance, we need t {Z%e vaILf and m accordingly while
checking to see if there is enough free s @dlsk

5. Evaluating the Recov &%rcen@based on the Number of

Recovery Blocks

5.1. Standards for the P rmance @on
St

We have set the Io standa easure the recovery percentage.
e Setth f oned ck to 1 Byte
e Set &ze of th I€ data blocks to 1 Mbyte(1,048,576 Byte) and 10
Byte).
lock to 0 and a damaged data block to 1

56,256...)
. \Eesate 100 times at randomly generated 0.1% ~ 0.9% damaged areas.
d the"total disk size is 1Mbyte or 10Mbyte with each data block of 1Byte,
e actual data block size is 32 Kbyte in the key-data format, the total disk size

We will measure the percentage of recovery in a virtual disk (k x m x j) using a two-
array recovery block. We will test with virtual disks of 64x64x256, 128x128x64,
256x256x16, 512x512x4, and 1024x1024x1 Byte. The experiment is conducted with the
following procedures.

(1D Randomly make 0.1% of all the data blocks in a 64x64x256 disk damaged.

(2) Keep attempting to recover a data block of 64x64 until unable to do so.

(3) From step (@, attempt to recover the damaged data block if it is the only one
corresponding to one recovery block.
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(#) The disk recovery is successful if there is no damaged data block in the whole disk.

(5) Repeat steps D~@ 100 times.

(6) Calculate the number of successful disk recoveries in the 100 iterations into a

percentage

(7) Repeat steps D~® in different damage rates

Repeat steps W~ in different area sizes

(9) Repeat steps D~®) in different disk sizes

We come up with probabilities and percentages of successful recovery with respect to
the entire disk through the proposed algorithm. In other words, the probability of recovery
refers to that of the entire disk recovery, and the percentage of recovery refers to how
much the disk is recovered. The percentage of recovery block in the test results is the
number of recovery block divided by the total number of data block.

5.2. Performance Test and Results \/0

We first tested at damaged areas of 0.001%~0.009% and got a recovery %ﬁe of
100% in all cases. Then we increased the damaged areas tenfold of (@ % and

came up with the following results. \% .
@ LR
\ “&

=0 %\ X'i g y | Area Size

——E4 (#64x25E)

100

—W—128 (2128x64)

256 (<25Ex1B)

512 (x512x4)

—A—1024 (x1024x%1)

Fecowvery percentage
I=
L]

{SN 2N R —

0 1% O,@b, % 04% 085% 06% 0.7% 0.8% 0.9%
Extent of Damage

N
%Figure 10. Recovery Percentage of the Entire Disk

T very percentage in one recovery block for each 128x128 data block unit is

0% when the 1Mbyte virtual disk has 0.2% damaged area. When there is one

ery block for each 256x256 data block unit under the aforementioned conditions, the

percentage is down to 78%. The recovery percentage in one recovery block for each

128x128 data block unit is around 55% when the 10Mbyte virtual disk has 0.2% damaged

area. When there is one recovery block for each 256x256 data block unit under the
aforementioned conditions, the percentage is down to 4%.
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Figure 11. Successful Recovery Perce

The successful recovery percentage at 0. damaged a is 100% when the disk
contains units of 128 x 128 data blocks and@ o wWhen @ 256 data blocks.

The summary of test results indicates high entage of recovery blocks in the
two-array format maximizes the reco babg\h\
6. Conclusion

The thesis has presented two— @DR algorithm with the associated data

format structure to brac age of ta We have introduced the enhanced data
format that includes block @nd & recovery block that are required to apply the
recovery technolo a meth ecovery damaged data blocks with recovery blocks.
Because the high€ portlon overy block results in the higher recovery probability,
we can magfagé\fiew many overy blocks to deploy and how to place them, depending
on the amot f free ce. The number and size of recovery blocks are stored in
metadata. The data f d the recovery method guarantee authenticity and integrity of

recovered data.
We plan to f efvcontinue this study using MADR algorithms with recovery blocks of

three or morE ar ys to possibly improve recovery performance.
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