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Abstract 

Audio identification technologies are becoming of increasing interest for copyright 

protection and digital forensic. In this paper, we propose an audio fragment identification 

system for efficient audio identifying applications in practice. To identify an audio file 

fragment, we have to decode it according to its format. Thus, we precede format classification 

of audio fragment using Support Vector Machine in advance. After identify the format, 

fragment recovery is implemented by adding a maximum similar frame header in front of the 

fragment. Then we extract a chroma feature from the decoded audio data to achieve audio 

identification. The experimental results show the evaluations of the format classification, 

fragment recovery and audio identification. 

 

Keywords: Audio Fragment Identification, Format Classification, Recovery, Support 

Vector Machine, Chroma Feature 

 

1. Introduction 

With the rapid transmission of digital content and evolution of network technology, 

numerous problems about illegal distribution have been caused recently [1-5]. BitTorrent is a 

peer-to-peer file sharing technology which splits files into many fixed sized fragments for 

efficient distribution of files [6]. To prevent illegal distribution of digital audio through the 

BitTorrent, identification methods of audio fragments of MP3 and FLAC formats were 

proposed in [7, 8]. In [9, 10], audio identification method is also used in forensic technology 

under a hypothesis that the audio is correctly decoded. 

In practical terms, most audio files are compressed or encoded while we are distributing or 

storing them. Therefore, first we have to decompress or decode the audio fragment, before 

identifying the audio. There are many kinds of compression methods, namely formats. In 

order to efficiently distinguish the format of fragment, we classify the formats of training 

audio fragment. The classification method used in our approach is Support Vector Machine 

(SVM). SVM is a powerful machine learning method because it is not limited by number of 

samples and dimensionality [11-14]. In [15-18], researchers used statistical features, such as 

mean, standard deviation, byte frequency distribution, Shannon entropy, N-gram and 

Hamming weight to classify the formats. Because of strong compression and entropy coding 

of audio file, it is hard to achieve high accuracy of classification only with statistical features. 

Therefore, we use patterns of sync words as a feature, which is the combination of statistical 

and structural features. 

An audio fragment is obtained from randomly split audio file, which means it lost some 

audio or metadata. Because of many audio fragments failed to be decoded and output 

incorrect audio data, we apply a fragment recovery method to recover the audio. In order to 

increase the probability of successful recovery as much as possible, we add a maximum 
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similar frame header (MSFH) in front of the fragment. First of all, we collect many frame 

headers from audio samples. Then we rearrange the headers by the probability of occurrence 

of each property parameter in headers to form a header group. We search the group for MSFH 

which is concordant with the property of the fragment. 

Several kinds of audio features can be extracted from audio data, such as chroma, rhythm, 

tonality and timbre [19]. The audio identification algorithm presented in this paper includes 

chroma extraction and two-dimensional (2D) cross-correlation. The entire spectrum of 

chroma feature is projected onto 12 bins which is representing the 12 distinct semitones of the 

musical octaves. Because the chroma feature is a powerful representation for audio data, it is 

suitable to be used to identify the audio fragment. The method of chroma extraction is based 

on that of [20], which involves the beat tracking. A beat tracker generates a beat-synchronous 

representation, which means there is one normalized feature vector per beat. The matching 

algorithm of chroma feature is 2D cross-correlation using 2D Fast Fourier Transformation 

(FFT). The identification performance of 12 chroma features using 2D correlation is much 

better than that of [20]. 

The overall system view of the proposed methods is shown in Figure 1. After we receive a 

fragment, the procedure of format feature extraction will be activated. Then the extracted 

feature will be classified by SVM classifier with the trained feature set. The procedure of 

fragment recovery search for the MSFH from the header group. After the fragment is 

decoded, chroma feature will be extracted by the procedure of audio feature extraction. 

Finally, the original audio will be detected by using 2D correlation. 

 

 

Figure 1. Overview of the Proposed System 
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The rest of this paper is organized as follows. In Section II, the method of format feature 

extraction and audio fragment format classification are presented. In Section III, we present 

the method of audio fragment recovery. In Section IV, the method of audio feature extraction 

and audio identification algorithm are presented. In Section V, we discuss the experimental 

results of format classification, fragment recovery and audio identification. In Section VI, we 

conclude the superiority of the proposed system. 

 

2. Audio Fragment Format Classification 
 

2.1. Format Feature Extraction 

There are two types of pattern recognition approaches, namely structural and statistical 

approaches. The statistical patterns denote quantitative features such as mean, variance and 

frequency, whereas the structural patterns denote morphological features such as syntactic 

grammar and interrelationship [21]. Recently, many researches of format classification 

involve statistical approaches as in [15-18]. Because of the rapid growth of the capacity of 

multimedia, many formats utilize compression methods to reduce the cost and lead to 

generate high entropy data. Consequently, it is hard to achieve high accuracy of classification 

with statistical patterns. This approach proposes a hybrid pattern, which means the 

combination of the statistical and structural features. 

There are several encoded audio frames in an audio fragment. Some other formats call 

them as packets, blocks or chunks. The frame of each format has its own sync word in front 

of the frame. The sync word of each format has its pattern. To play audio from any point of 

stream, the sync word is used to quickly and efficiently locate any positions of audio stream. 

For instance, the sync word of MP3 is ‘1111 1111 1111’ and that of FLAC is ‘1111 1111 

1111 10’ in binary representation. In [22, 23], authors used the existence and quantity of sync 

words to classify the formats. But the sync words mentioned above can be appeared in any 

fragments of non-audio formats. To solve such a problem, we use the size information which 

indicates the length between two sync words. 

If there are 𝐾 audio formats needed to be classified, the set of entire sync words is 

defined as 𝑆 = {𝑠1, 𝑠2, … , 𝑠𝐾}, where the 𝑠𝑘 = {𝑏𝑡1, 𝑏𝑡2, … , 𝑏𝑡𝑀𝑘
}, (𝑘 = 1,2, … , 𝐾) denotes 

the sync word of 𝑘th format. The 𝑏𝑡 indicates one bit value and the 𝑀𝑘 indicates the length 

of a 𝑠𝑘 in bitwise. For instance, 𝑀𝑘 = 12 in MP3. An audio fragment with a length of 𝑁 

is defined as 𝐹 = {𝑏𝑡1, 𝑏𝑡2, … , 𝑏𝑡𝑁}. Decompose 𝐹 into 𝑁 − 𝑀𝑘 + 1 subsets as follows: 

𝐹′ = {𝑈1, 𝑈2, … , 𝑈𝑁−𝑀𝑘+1}, 𝑈𝑐
𝑘 = {𝑏𝑡𝑐, 𝑏𝑡𝑐+1, … , 𝑏𝑡𝑐+𝑀𝑘−1},       (1) 

𝑐 = 1,2, … , 𝑁 − 𝑀𝑘 + 1, 

where 𝑈𝑐
𝑘 indicates 𝑐th subset while analyzing a 𝑠𝑘. The length and number of subsets 

are varied according to 𝑀𝑘. The positions 𝑝𝑘 = {𝑐1
𝑘, 𝑐2

𝑘 , … , 𝑐𝐼𝑘

𝑘 } where 𝑠𝑘 occurred in 𝐹 is 

defined as follows: 

𝑝𝑘 = {𝑐|𝑈𝑐
𝑘 = 𝑠𝑘, 1 ≤ 𝑘 ≤ 𝐾}                     (2) 

The 𝐼𝑘 indicates the number of positions where match the 𝑠𝑘. We define the set of all the 

positions where 𝑆 occurred in 𝐹 as 𝑃 = {𝑝1, 𝑝2, … , 𝑝𝐾}. The positions of different 𝑘 can 

be overlapped. The size information of each frame can be obtained from the parameters 

followed by 𝑠𝑘. For instance, the size information of MP3 is calculated with the padding bit, 

frequency and bit rate as in [24]. The function of calculating the length between two sync 

words at 𝑐𝑖
𝑘 , (𝑖 = 1,2, … , 𝐼𝑘) and 𝑐𝑖+1

𝑘  is defined as 𝑙𝑖
𝑘 = 𝐺𝑘(𝑐𝑖

𝑘), thus, a set of lengths 

Onli
ne

 Vers
ion

 O
nly

. 

Boo
k m

ad
e b

y t
his

 fil
e i

s I
LL

EGAL.



International Journal of Multimedia and Ubiquitous Engineering 

Vol. 9, No. 12 (2014) 

 

310   Copyright ⓒ 2014 SERSC 

𝐿𝑘 = {𝑙1
𝑘 , 𝑙2

𝑘 , … , 𝑙𝐼𝑘

𝑘 }  is obtained. If the word at 𝑐𝑖
𝑘  is equal to 𝑠𝑘  after shifting 𝑙𝑖−1

𝑘  

from𝑐𝑖−1
𝑘 , the word will be defined as available sync word. Hence, a set of positions of 

available sync words 𝐶𝑘 = {𝑐1
𝑘 , 𝑐2

𝑘, … , 𝑐𝑞𝑘
𝑘 } is obtained by using new positions 𝑝𝑘

′ = 𝐿𝑘 +

𝑝𝑘 as follows: 

𝐶𝑘 = {𝑐|𝑝𝑘
′ ⋂𝑝𝑘, 𝑐 ∈ 𝑝𝑘}                        (3) 

The quantities of available sync words 𝑞𝑘 are constructed to form a format feature vector 

𝑥 = (𝑞1, 𝑞2, … , 𝑞𝐾). Even though the number of audio formats is 𝐾, that of final classes is 

𝐾 + 1. The additional class indicates the non-audio formats. After extracting the 𝑥, a post-

processing is applied to the 𝑥, which consists of linear interpolation and quantization, to 

obtain 𝑥 = (𝑞1, 𝑞2, … , 𝑞𝐾/𝑟) where 𝑟 is interpolation ratio. 

 

2.2. SVM 

The SVM proposed by Vapnik has attracted great interest in the research of machine 

learning. Because of the SVM is a very useful technique for data classification and provides 

better performance in terms of classification precision than other classification methods, it is 

used to classify the format features in this approach. It constructs two hyper planes called 

Plus-Plane (PP) and Minus-Plane (MP) along the support vectors as shown in Figure 2. The 

SVM finds an Optimal Separating Hyper plane (OSH) which can separate the feature vectors. 

This OSH has the largest margin between the other two hyper planes. If the margin is large, 

the result of classification is better. But most of the patterns are hard to classify precisely. To 

improve the performance of classification, the SVM maps feature vectors into a space of 

higher dimensions using kernel functions [13, 14]. 

 

 

Figure 2. SVM 

Defining 𝑤 as the normal vector of the hyperplane, 𝑏 as the bias and 𝑥 as a feature 

point on the hyperplane, then the hyperplane is defined as follows: 

〈𝑤, 𝑥〉 + b = 0                                                              (4) 

Onli
ne

 Vers
ion

 O
nly

. 

Boo
k m

ad
e b

y t
his

 fil
e i

s I
LL

EGAL.



International Journal of Multimedia and Ubiquitous Engineering 

Vol. 9, No. 12 (2014) 

 

Copyright ⓒ 2014 SERSC  311 

Where the 〈𝑤, 𝑥〉 indicates the inner product between 𝑤 and 𝑥. The PP and MP are 

defined as follows: 

PP = {𝑥|〈𝑤, 𝑥〉 + 𝑏 = +1} 

MP = {𝑥|〈𝑤, 𝑥〉 + 𝑏 = −1}                       (5) 

The problem of maximizing the margin is called training of SVM. The margin is equal to 
2

‖𝑤‖
, thus, the problem is turned to the one minimizes reciprocal of the margin as follows: 

min [
‖𝑤‖2

2
+ 𝒞 ∑ 𝜉𝒾

𝐾/𝑟
𝒾=1 ]                         (6) 

subject to 

〈𝑤, 𝑥𝒾〉 + 𝑏 ≥ 1 − 𝜉𝒾  𝑓𝑜𝑟  𝑦𝒾 = 1 

〈𝑤, 𝑥𝒾〉 + 𝑏 ≤ −1 + 𝜉𝒾    𝑓𝑜𝑟  𝑦𝒾 = −1 

𝑦𝒾(〈𝑤, 𝑥𝒾〉 + 𝑏) ≥ 1 − 𝜉𝒾 , 𝜉𝒾 ≥ 0, ∀𝒾 = (1,2, … , 𝐾/𝑟)            (7) 

where 𝑦𝒾 is the class to which the feature vector belongs, 𝜉𝒾 is slack variables introduced 

to deal with misclassifications and 𝒞 is trade-off parameter. The problem of optimization 

can be solved by the Lagrange dual problem as follows: 

max [∑ 𝛼𝒾
𝐾/𝑟
𝒾=1 −

1

2
∑ ∑ 𝛼𝒾𝛼𝒿𝑦𝒾𝑦𝒿〈𝑥𝒾 , 𝑥𝒿〉𝐾/𝑟

𝒿=1
𝐾/𝑟
𝒾=1 ]                 (8) 

subject to 

∑ 𝛼𝒾𝑦𝒾
𝐾/𝑟
𝒾=1 = 0, 0 ≤ 𝛼𝒾 ≤ 𝒞, ∀𝒾 = (1,2, … , 𝐾/𝑟)               (9) 

where 𝛼𝒾 is Lagrange multiplier. Defining the maximized Lagrange multiplier as �̂�𝒾 and 

the number of support vectors as 𝑁𝑆𝑉, then the maximized weight vector is defined as 

follows: 

�̂� = ∑ �̂�𝒾𝑦𝒾𝑥
𝑁𝑆𝑉
𝒾=1                           (10) 

Then the discriminant function is defined as follows: 

𝑓(𝑥) = sgn [∑ �̂�𝒾𝑦𝒾〈𝑥, 𝑥𝒾〉𝐾/𝑟
𝒾=1 + 𝑏]                   (11) 

Feature vectors are mapped to a space of higher dimensions by using a non-linear 

mappingΦ. The capability of the classification can be improved in this way. The SVM finds a 

separated hyper plane in that space with the maximal margin. Furthermore, the kernel 

function is defined as follows: 

𝜅(𝑥𝒾 , 𝑥𝒿) = 〈Φ(𝑥𝒾), Φ(𝑥𝒿)〉                      (12) 

Researchers have been proposed many kinds of kernel functions. Here we just introduce 

some of them which are commonly used. 

Linear kernel: 𝜅(𝑥𝒾 , 𝑥𝒿) = 〈𝑥𝒾 , 𝑥𝒿〉 

Polynomial kernel: 𝜅(𝑥𝒾 , 𝑥𝒿) = (〈𝑥𝒾 , 𝑥𝒿〉 + 1)
𝓅

 

Radial Basis Function (RBF) kernel: 𝜅(𝑥𝒾 , 𝑥𝒿) = 𝑒𝑥𝑝 (−
‖𝑥𝒾−𝑥𝒿‖

2

2𝜎2 ) 

where the 𝓅 and 𝜎 denote kernel parameters. The RBF kernel is used in this approach. 

Thus the final discriminant function is defined as follows: 

𝑓(𝑥) = sgn [∑ �̂�𝒾𝑦𝒾𝜅(𝑥, 𝑥𝒾)𝐾/𝑟
𝒾=1 + 𝑏]                   (13) 
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The SVM is designed to deal with binary problems, which means the labels of classes are 

two values: ±1. In this paper, we need to classify 𝐾 + 1 classes. The additional class 

indicates the non-audio formats. Therefore, the binary problem is turned to a multiclass 

problem. To solve this problem, we split it into several binary classifiers. Splitting the 

problem into 𝐾 + 1 binary sub problems, for instance, class one to the other classes, class 

two to the other classes and etc., 

 

3. Fragment Recovery 

An audio fragment is obtained from an audio file, which means it seriously lost some audio 

or metadata. It is hard to decompress or decode the fragment especially when we lost the 

metadata. If the size of the fragment gradually reduced, we cannot guarantee that there will be 

a frame header which contains the whole metadata. In order to maximize the probability of 

recovery, we use the MSFH. 

We collected many headers corresponding to each format from the internet. The number of 

headers of 𝑘th format is defined as 𝐻𝑘. There are many types of parameters in a header, such 

as sample rate, bit rate and the number of channels. We define the number of parameters in a 

header of a format as 𝐷𝑘. A set of values which may occur in a parameter is defined as 

follows: 

𝑉𝑑
𝑘 = {𝑣1

(𝑘,𝑑)
, 𝑣1

(𝑘,𝑑)
, … , 𝑣

𝐽(𝑘,𝑑)
(𝑘,𝑑)

} , 𝑑 = 1,2, … , 𝐷𝑘             (14) 

The number of headers which have values of 𝑣𝑗
(𝑘,𝑑)

 in the 𝑑th parameter is defined as 

𝒩𝑗
(𝑘,𝑑)

, then the maximum probability of the value occurrence in 𝑉𝑑
𝑘 is defined as follows: 

𝒫𝑗
(𝑘,𝑑)

=
𝒩𝑗

(𝑘,𝑑)

𝐻𝑘
, 𝒫𝑚𝑎𝑥

(𝑘,𝑑)
= argmax {𝒫𝑗

(𝑘,𝑑)
, 𝑗 ∈ [1, 𝐽(𝑘,𝑑)]}          (15) 

Then we select the 𝑣𝑗
(𝑘,𝑑)

 which has the probability of 𝒫𝑚𝑎𝑥
(𝑘,𝑑)

 and rearrange the headers 

according to the descending order of 𝒫𝑚𝑎𝑥
(𝑘,𝑑)

, which means moving the headers with the 

values of the 𝑣𝑗
(𝑘,𝑑)

 forward. After analyzing 𝐷𝑘 parameters and 𝐷𝑘 rearrangements, we 

remove the headers which have the same values of all parameters and use the rest of the 

headers to form a header group. According to the detected format of fragment, we search the 

corresponding group for the MSFH by decoding the added fragment. The header which can 

first make the fragment decodable is the MSFH. 

 

4. Audio Identification 

Since a beat is fundamental to the perception of music, beat tracking is an important 

procedure in computer simulation of audio signal. Although the audio components cannot be 

completely identified by people, we can track beats and keep time to music by foot-tapping. 

Thus, a computational model of beats can be built to track the beats [25, 26]. First, the audio 

signal converted into a time function at a low sampling rate. The strength of the onsets is 

reflected by taking the first order differences along the time. Summing across the frequency 

without the negative values. A high pass filter is used to remove the slowly changing DC 

offsets. To estimate a global tempo, auto-correlation is applied to the onset strength of the 

whole signal. The tempo is a pace reference which usually ranges from 40 to 260 beats per 

minute (BPM). After the beat tracker receives the best BPM, it tries to find optimized beat 

times. 

We can extract useful audio information from the chroma distribution. The chroma 

features is composed of 12 dimensional vectors. Each dimension represents the intensity 
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associated with a semitone. Each feature vector is recorded per beat. The 12 elements of a 

feature vector capture the broad harmonic accompaniment and the dominant note. Using the 

phase derivative within each FFT bin to get a better resolution estimation of underlying 

frequency and identify strong tonal components within spectrum. Figure 3 shows 

chromagrams of an audio file and one fragment of it. 

      
(a) Chromagram of an audio file           (b) Chromagram of one fragment 

Figure 3. Chromagrams of an Audio File and One Fragment of It 

The conventional matching algorithm takes cross-correlation each row vector of the 

chroma feature matrix and calculates the summation of the correlation coefficients. Then it 

shifts the positions of row vectors to the next and takes cross-correlation again. After 12 

rounds of shifts, it normalizes the correlation coefficients and selects the maximum peak from 

the coefficients as shown in Figure 4. The density distribution of some row vectors of an 

audio fragment may be close to that of other audio. It means the correlation between two 

chroma row vectors of different audio will be increased, when one of them shifts and leads to 

errors. Therefore, we propose an improved method to avoid such misidentifications. We 

combine the 12 one-dimensional (1D) chroma bins to generate a 2D chroma pattern. It 

reduces the similarity influence of 1D chroma row vectors on correlation and obtains higher 

accuracy of identification. We can raise the matching speed and reduce the complexity by 

using the 2D FFT to compute 2D correlation. Finally, the audio with the max value among 

the maximum peaks is identified to be the original audio. Onli
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Figure 4. Structures of Conventional and Improved Methods 

5. Performance Evaluation 

The evaluation is composed of three types of experiments. The first one is to evaluate the 

classification error rate of the fragment format classification. The second one evaluates the 

probability of recovering the audio fragments. The last one evaluates the probability of 

identifying the audio fragments. All the fragments used in the experiments contain no file 

headers or footers. Most of the fragments were split from the song files including folk, 

country, rock, classical and hiphop. 

In the experiment of fragment format classification, we evaluated three audio formats: 

MP3, AAC and FLAC. The training samples consist of 250 fragments randomly extracted 

from 250 files. The test samples consist of 100 fragments randomly extracted from other 100 

files. The percentage of samples corresponding to each audio format in the sample space is 

25%. The rest of samples are non-audio format fragments, such as EXE, ZIP, PDF, and etc., 

The Table 1 shows the classification error rates of three different classification algorithms 

with different lengths of fragments. The classification performance of SVM is better than 

those of the other two algorithms. The probability of classification is greater than 90% when 

the length of fragment is larger than 128 KB. 

Table 1. Classification Error Rates of Three Different Classification Algorithms 

Fragment 

length 
SVM Decision Tree 

Linear 

Discriminant Analysis 

128 KB 13.89% 14.81% 15.74% 

256 KB 8.33% 9.26% 12.04% 

512 KB 4.63% 6.48% 10.19% 

1 MB 3.7% 3.7% 6.48% 
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In the experiment of fragment recovery, we evaluated the fragments with the lengths from 

128 KB to 16MB. The Figure 5 shows the probabilities of successfully decoding with 350 

FLAC audio fragments. As it can be seen from the figure, the probability is growing tendency 

with the increasing length of fragment and exceeds 90%. 

 

Figure 5. Probabilities of Successfully Decoding 

In the experiment of audio identification, we evaluated the audio with the recovered 

fragments. The experiment was conducted on the goals including: (1) the accuracy of the 

identification for the proposed method with different lengths of fragments, (2) the 

comparisons between the proposed method and the conventional method, (3) the robustness 

of the proposed method against recompression attack. Figure 6 shows the probabilities of 

successful identification with the increasing number of fragments. As it can be seen in the 

Figure 6 (a), the average probability of the proposed method is greater than that of 

conventional method about 20% with 256 KB fragments, whereas in Figure 6 (b), it is greater 

than that of conventional method about 40% with 128 KB fragments. 

 

(a) Probabilities of successful identification with 256 KB fragments 
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(b) Probabilities of successful identification with 128 KB fragments 

Figure 6. Probabilities of Successful Identification 

In practice, the audio files may be distributed by internet users after recompression. 

Therefore, we evaluated the robustness of the proposed method after recompression attack 

with bit rate of 64 kbps, 112 kbps and 192 kbps. Figure 7 shows the probabilities of 

successful identification with 128 KB fragments. As it can be seen in the Figures, the 

probabilities of conventional method are unstable, whereas those of the proposed method 

maintain at around 80%. 

 

 
(a) Probabilities of Successful Identification with Bitrate of 64 kbps 
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(b) Probabilities of successful identification with bitrate of 112 kbps 

 
(c) Probabilities of successful identification with bitrate of 192 kbps 

Figure 7. Probabilities of Successful Identification with Different 
Compression Strengths 

6. Conclusion 

In this paper, an audio fragment identification system is proposed for practical application. 

Because most audio data are compressed or encoded when they are being distributed or 

stored, we have to decompress or decode them according to their format before identifying 

the audio. In order to efficiently distinguish the format of a fragment, we proposed format 

classification of audio fragments using SVM. After the format is identified, we implement 

fragment recovery procedure by adding a maximum similar frame header in front of the 

fragment. Then we extract chroma features from the recovered audio data and identify it by 

using 2D cross-correlation. The experimental results show the precision of classification is 

greater than 90% when the length of fragment is larger than 128 KB. The average probability 

of successful identification of improved method is greater than that of conventional method 

about 40% with 128 KB fragments. 
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