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Abstract

Under today’s big data environment, with the rapid development of compu
technology and mformatlon technology, data mlnlng is becoming more and mo

Field. Recently, representatlon methods, such as sparse representati low rank
representation, have been much concerned. They both ha i ifi

ran entation include

and engineering fields. However, sparse representati
many methods, although these methods have their @H racteristics, they are all effective
for handling classification problems. This paper fo on the mance comparison of

different representation methods currently used iMAandling c@fication problems and views
other conventional methods that can be appli his field.
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1. Introduction \é \@
Data mining is a hot topic in the fiel icial intelligence and machine learning. Data

mining is a process, whic eals theﬁg icit, previously unknown and potentially useful
da

information from the | ount ta in the database. With the rapid development of
information techno dc etwork, Internet data and resources show massive
features. In order age thes ssive information effectively, data mining is becoming a
hot research' cre 1 However, data mining techniques include many aspects.
Classificatio e of th mportant aspects in data mining.

Given some traini les from multiple classes, the aim of classification task is to

and engineering ,’such as pattern recognition, data mining, computer vision, etc.

There are glso tany conventional methods for handling classification problems, such as
Nearest Nej , Nearest subspace classifier, Linear SVM, etc., Recently, there has been an
increasin est in representation theory. Representation includes many methods, such as

sp eesentation, low rank representation and collaborative representation, etc., although
%n

assign one of theﬂ@ Is to a test sample. Classification has been widely used in scientific

ods have their own characteristics, they are all effective for handling classification

However, representation methods also include many algorithms. These algorithms also
have advantages and disadvantages. The aim of this paper is to compare the state of the art
algorithms in representation theory. We try to clarify the similarities among different
representation algorithms and reveal the differences of them.

Wright, et al., [1] proposed the sparse representation classifier (SRC) method for

classification. SRC is a classical method, the solution of SRC can be obtained by using |,

ISSN: 1975-0080 IJMUE
Copyright © 2014 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol. 9, No. 12 (2014)

norm minimization. SRC boosts the research of sparsity. Many application problems are also
solved by sparse representation methods.

Based on SRC, some paper proposed other methods. Elhamifar and Vidal [2, 3] proposed a
Block-Sparse representation for face recognition. Chi and Porikli [4] proposed a
Collaborative Representation Optimized Classifier (CROC). Zhang, et al., [5] argued that not
the sparse representation, but the usage of collaborative representation is more important with
the success of the SRC. They proposed a kind of Collaborative representation classification
(CRC_RLS) [5] method, by using I, norm minimization.

The low rank representation (LRR) was proposed by Liu [6], which is different from the
sparse representation. The aim of sparse representation is to obtain the sparsest solution of
each test sample respectively. However, unlike sparse representation, the aim of low rank
representation is to find the lowest rank representation of all the test samples Jomwm/
rank representation can be also used to handle the classification problems.

This paper is organized as follows. In section 2, sparse representati ods are
reviewed. In section 3, collaborative representation methods ar reV|eW n(ecﬁ)n 4, some
conventional methods used for classification are re @ low rank
representation methods are reviewed. In section 6 dvantages and
disadvantages of these methods. In section 7, some gXpe ents 0 |g cognltlon and face
recognition have been done in order to compare { repres&\ methods. Section 8
concludes this paper.

2. Sparse Representation Method$ @:Iasm ?bn

Sparse representation is based conc athematical norm, which has a
long history. With the rapid nt of no mimization methods, such as OMP
[7], BP [8] and many other%& Spar epresentation has been much concerned

for many years. Recently, spasse re on has obtained many applications in
signal processing, |mage ure ext %

[9-25].
Pati proposed Ms%mg Pursuit (OMP) method [7], which is an
imizati yusmg

pattern recognition, image denoising, etc.,

optimization me(ﬁ minimization. Chen proposed Basis Pursuit (BP)
method [8], zatlon method by using |, norm minimization. Wright, et
al., [1] proposed SRC f ssmcatlon SRC is a classical method, it is an optimization

method by using | @ minimization. Based on SRC, some papers proposed many

other methods. @ifar et al. [2, 3] proposed a Block-Sparse representation. Chi, et
al., [4] propgse Collaborative Representation Optimized Classifier (CROC). Yang
and Zhan oposed a kind of Collaborative representation classification (CRC RLYS)

[5] meth y using |, norm minimization.

Z@Ati-class Classification

If there are K classes, and there are n, training data from the ith class formed a matrix as
A [a,a,.-a,]e R™" . Ais denoted by the collection of all training samples:

A=[A,A,..A]. If given a test sample y € R™, the aim of multi class classification is to
identify y belongs to which class [1, 4, 5, 11].
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2.2. Orthogonal Matching Pursuit

Orthogonal Matching Pursuit (OMP) is a well known algorithm, which was proposed by
Pati in 1993 [7]. It is a sparse representation method to find the approximate solution of |;
norm minimization. The steps of OMP algorithm are as follows [11]:

Task: Find the approximate solution of B :min, ||, st y=Ax

1) Input:

A matrix concatenated by training samples A=[A, A,,...A ] R™" for k classes, a test
sample y € R™, a error threshold &y

2) Initiation:

Initialize k=0, and set: The initial solution x° =0 . The initial residual r° = y&y‘

The initial solution support S° = Support{x°}=®.

3) lteration:

a) Compute the errors &(]) = minzj =Ha z.—r* 1‘@] usm&ptlmal choice
* T k4 2
Zy=a;r /Hajuz'

b) Find a minimizer j,of &(j): Vj ¢S*" )<8(’j) dat Sk S“"Ufi .}
c) Compute x*, the minimizer of ||A)e\® bject to Smport {x}=5".

d) Compute r* =y— Ax*.
e) If HrkH2 < &,, stop. Othe:: grorm anos$c\terat|on
4) Output: The solution is erki e

The aim of OMP is to 0 the app ate solution of |, norm minimization. However,

OMP is a greedy a , so its ‘tcomputational complexity is high. Furthermore, it is
sensitive to noise.

2.3. Sparse at n

The |, norm optimj

@ed Classification

is NP-hard, a convex relaxation of it can be obtained by

replacing them |, norm. Sparse representation-based classification (SRC) is just a
classical method sing |, norm minimization. SRC was proposed by Wright, et al., [1]. It

is a classic&ﬁthod for classification. Based on SRC, some papers proposed many another
methods. eps of SRC algorithm are as follows [1]:

s@ind the solution of B :min, x|, s.t. y=Ax
nput:
A matrix concatenated by training samples A=[A, A,,...A. ] € R™" for k classes, a test
sample ye R™.
2) Solve the |, norm minimization problem:
x, =argmin, x| st. y=Ax
3) Compute the residuals:
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2 .
L(Y) =]y —As (%), fori=12,... k.
4) Output:
identity(y) =argmin, r,(y) .
The SRC method looks for the sparsest representation of a test sample by using Ilnorm

minimization. The classification results of SRC are good. However, the sparsest
representation does not mean obtaining the best classification results. Furthermore, from |,

norm minimization, the SRC cannot obtain closed form solution, so its computational
complexity is high.
2.4. Structured Sparse Representation \/o

The dictionary of the training samples has a structure; it means data from class
forming a few blocks of the dictionary. However, the SRC method only lookgto sparsest

representation of a test sample; it does not take into account of the similari e samples.
The solution of |, norm minimization does not indicate th distribufiop feature of the

samples. Thus, there still remain some problems a—class classification using SRC

method. Elhamifar proposed structured sparse rep (SSR) [2, 3], the
structured sparse representation looks for a representatign, which st sample involves the
minimum number of blocks from the dlctlonar)(Nue nonco@ optimization programs are

as follows [2, 3]:
|/| mmZ@]” Q‘@y AX,
%nz\&@x[l]” >0) st y=AX,

J (+) is the indic @lon g >, \X[i] € R™ are the entries of x corresponding to the i-th
block of the dicti “Howeverithg optimization program F’I i, 18 NP-hard, a |, relaxation

of itcan be folltgg
" mmZ”X[I]” st y=AX,

and @

N~ Pl mini”A[i]x[i]”q sty = AX.
u@entity(y) —argmin, Hy - B[i]c*[i]H2

and

3. Collaborative Representation Methods for Classification

3.1. Collaborative Representation based on Methods for Classification

The solution of sparse representation methods can be only obtained by the |, norm
minimization. However, it cannot obtain the closed form solution from I1 norm minimization.
The computational complexity of | norm minimization is a little high. Thus, some authors

272 Copyright © 2014 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol. 9, No. 12 (2014)

proposed regularized least square method using I, norm minimization. Collaborative
representation classification (CRC_RLS) is proposed by Zhang and Yang [5], which is a
typical method by |, norm minimization. The steps of CRC_RLS algorithm are as follows [5]:

Task: Find the solution of B, :min,||x||, s.t. y=Ax

1) Input:

A matrix concatenated by training samples A=[A, A,,...A.] € R™" for k classes, a test
sample y e R™.

2) Solve the I, norm minimization problem:

x, =argmin, |x|,st. y = Ax
3) Compute the residuals: ?y
r—(y)=||y—A5-(x1)||§, fori=1,2,... k. 0

4) Output: @
identity(y) =argmin, r,(y) .

From |, norm minimization, a closed for ? obtained, which
givesx = (A" A+ A1) A'y. The classification ults of C are good. Furthermore,
from the 1, norm minimization, its computa@)mplex ow. However, the obtained

solution is not sparse.

@S&mlzed C&Ner

3.2. Collaborative Representation

Combined the Nearest su&oace C (NSC) [26] and the Collaborative
Representation based CI |f|er (CR i and Porikli proposed a collaborative
representation optimized cl ier (CR hich depends on the trade-off between the NSC
and CRC. The readuaK C for € h C ass is calculated as:

(\@ P+ A, for i=1,..,k,
where A4 @Q e ith re r@;a s the minimal, then CROC assigns the test sample to the
ith class. t

4. Convention hods used for Classification
4.1. Nearest Neighbors

Nearest ors (NN) was first proposed by Cover and Hart for classification [27]. It
was dev o be K nearest neighbor classifier subsequently [28]. This method is a
co e method which is familiar to us. It can be used in digital image processing,
p% cognition, data mining etc., Zhang and Yang combined the idea of NN and SRC,
theynpresented KNN-SRC method [28] The idea of NN is very simple, the steps of NN
algorithm are as follows [28]:

With a test sample y, fori=1, 2, ..,k j=1, 2, ..., n;, compute the residuals

2
ri(y)= Hy—aij HZ . If aresidual r;is the smallest, the NN will judge the test sample y

belongs to the i-th class.
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NN is a very simple method used for classification; its computational complexity is low.
However, the classification results of NN are poor.
4.2. Nearest Subspace Classifier

Nearest subspace classifier (NSC) was proposed by Lee [26]. Chi and Porikli also
utilized this method in their paper. The steps of NSC algorithm are as follows [26]:

Fori=1, 2, ..., k, there are K classes, there are n, training data from the i-th class formed a
matrix as  All[a,,a,,..a,]eR™ . A span a subspace. Compute the

residual ;™ = min|y — A, ||§ . If the i-th residual is the smallest, NSC assigns the test sample
y to the i-th class.

5. Low Rank Representation Methods ;

Liu, et al., [6] proposed the low rank representation method, Wwhich is rom sparse

< e spar lution of each
test sample respectively. However, unlike sparse_tepkese tatlon,{VW of low rank
ion i i 3 mples jointly. Low

rank representation can be also used to handle the classification pr S.
With a set of sample vectors X =[x, X,,... every |s a sample. Each sample

can be represented by the linear combinati he basi dlctlonary A=[a,a,,..,a,].
Thatis, X =AZ. Z=[z,,2,,... ]| oeffl%g'ix, each z;is the representation of
X; . Our aim is to capture the gIE cture of XNHowever, sparse representation cannot
of

capture the global structure o w rank? ntation is a more appropriate criterion for
capturing the global structu rds, our aim is to look for a representation Z
by solving the foIIowmg

) st. X=AZ, (1)

however, due tot rete pro@ he rank function, the problem (1) is hard to solve.
Thus, the pr ) can b stituted for solving the problem (2):
. st X=AZ. (2)

For problem (2), @‘[he nuclear norm of a matrix, the definition of the nuclear norm is

the sum of the si r values of the matrix.

The prohlem (2) can be solved using Augmented Lagrange Multiplier (ALM) algorithm
[29-33], a classical method for solving the low rank representation (LRR) problem.
LRR c handle supervised classification problems as SRC. However, there are some
proble ith LRR. First, it cannot obtain closed form solution from the ALM algorithm.

, there are too many parameters with the ALM algorithm. Third, the convergence
property of ALM cannot be analyzed in detail.

6. Experiments

In this section, some experiments on face recognition and digit recognition are presented to
show the accuracy of classification. We focus on the comparison of different representation
methods mentioned above. Three databases, including Extended-YaleB [1, 4, 5], AR [1, 4, 5]
and MNIST Handwritten Digits database [4], are used to test the performance of some
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methods, including SRC, CRC_RLS and NN. Our experiments focus on the performance
comparison of different methods.

6.1. Face Recognition

These methods are tested for comparing the recognition rate. Recognition rate is a
percentage, which denotes how many test samples can be classified correctly for all the test
samples. Higher recognition rate means the performance of this method is better. In our
experiments, the Eigenface is used as preprocessing in feature extraction.

1) Extended Yale-B database: The Extended Yale-B database contains 2414 frontal face
images of 38 individuals [1, 4, 5]. The images were cropped and normalized to 54x48. A few
images of Extended Yale-B database are shown in Figure 1. Table 1 shows the recognition
rates versus feature dimension by SRC, CRC_RLS and NN. ¢

v

o

Figure 1. (a) Some Training Sampl& the %ﬂed Yale-B Database;

(b) Some Test Sampfe& m the Extended Yale-B Database
\
Table 1. The Recognition Res% iﬁeré& thods on the Extended Yale-B

atabhase
‘ -
Dimension 80 100, N~ 120 150 200
NN 69.24% 717890\, }  72.96% 74.05% 75.41%
96.41% 96.5% 97.19%
95.92% 96.28% 97.01%

SRC 96.0 96.37%%
CRC-RLS L74% @%

2) AR dat e AR base contains about 4000 frontal images for 126 individuals
[1, 4, 5]. These4dmages tured under different illuminations, expressions and facial
disguises. The images épped to size 60 x 43. A few images of AR database are shown

in Figure 2. Table (W& the recognition rates versus feature dimension by SRC, CRC_RLS
and NN.

Q)O

(b)

Figure 2. (a) Some Training Samples from the AR Database;
(b) Some Test Samples from the AR Databas
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Table 2. The Recognition Results of Different Methods on the AR Database

Dimension 10 15 20 25 30
NN 49.07% 54.08% 58.23% 60.52% 61.80%
SRC 38.05% 50.36% 58.08% 64.95% 70.96%
CRC-RLS 19.46% 36.34% 45.92% 56.51% 64.38%

6.2. Digit Recognition

The MNIST handwritten digits database is used to test the property of these methods. The
dimension of each image is 28 x 28. Every image, which is a 8 bit gray scale image from 0 to
9 [4].

For the MNIST handwritten digits database, which has a training set of 60,000 pleEs,
and a test set of 10,000 samples of each class? For our experiment, 10 training are

randomly selected from each class, 10 test samples are also randomly sel om each
he#ecognition

class. A few images of MNIST database are shown in Figure 3. Table 3shg
4PN Gl
(a) ’

rates versus feature dimension by SRC, CRC RLS and NN.

\g
Figure 3. (a) Some Trm Sampl %m the MNIST Database;

(b) Som Sar‘n;@from the MNIST Database
Table 3. The Recognitigr, Result rent Methods on the MNIST Database
Dimension SN v 70 80 90

60
SRC 0™ 6% 55% 61% 62%
CRC-RLS 0 8% 58% 59% 57%

N\
7. The Co ison &erent Methods

As mentioned here are many representation methods used for handling the
classification pr . However, these methods all have their own characteristics, they also
have advantages ahd disadvantages. The reviews of these representation methods are listed in
Table 4. i

4. The Reviews of Different Representation Methods used for

Classification
%«Igorithm Advantages Disadvantages
OMP Approximate solution of 1) norm | Greedy algorithm,
minimization computational complexity is

high, sensitive to noise

SRC Classification results are good Cannot obtain closed
form solution, computational
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complexity is high
SSR Classification results are good Cannot obtain closed
form solution, computational
complexity is high
CRC_RLS Classification results are good, The obtained solution is not
computational complexity sparse
is low
NN Computational complexity Classification results are
is low poor
NSC Classification results are Sensitive to noise
good, computational complexity
is low N Lt
LRR Can capture the global structure Cannot obtain close V
of samples form solution, t
parameters, rgence
\ p§rty 0 cannot be
yzedm |

\N
8. Conclusions O \\/

Under big data environment, data mining t@ologles creasingly becoming a hot
research field. However, data mining techn s mclude spects classification is one
of the most important aspects of data mjmi epr e n methods are very effective for
handling classification problems Ho hese all have their own characteristics;
they also have advantages and di tages. I uture work, we should combine the
advantages of currently used gnethods” It me at, the improved representation methods,
which the classification results sfieuld b d the computational complexity should be
low. These methods are exy@d to app\' classification area.
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