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Abstract 

 In order to improve the global searching ability of differential evolution algorithm in 

solving complex optimization problem, an improved differential evolution (SMDE) algorithm 

based on the self-adaptive method and multi-population is proposed in this paper. In the 

proposed SMDE algorithm, the population is divided into multi-populations in order to keep 

the diversity, then the self-adaptive method is used to control the parameters of differential 

evolution algorithm in order to balance the local search and global search ability. Finally, 

several complex benchmark functions are selected to validate the efficiency of the SMDE 

algorithm. The experiment results show that the proposed SMDE algorithm is better at the 

global convergence ability and the searching precision. 

Keywords: Differential evolution algorithm, Multi-populations, Self-adaptive Control 

method, Complex optimization problem 

 

1. Introduction 

Evolution algorithm based on the natural biological evolution principles is a class of 

stochastic search and optimization methods [1]. Evolution algorithm subsequently modified a 

set of candidate solutions by using the two basic principles. It is proven that evolution 

algorithm is a class of robust and powerful search methods. However, optimization problems 

are more and more complex, they require high computational resources [2-4]. Differential 

evolution (DE) algorithm is one of the latest proposed evolution algorithms [5]. The DE 

algorithm is a population-based and stochastic global optimizer. In the DE algorithm, the 

chromosome based on floating-point vector describes the candidate solutions of the solving 

problem. The DE algorithm can randomly, parallel and efficiently implement the global 

optimization. And it takes on the strong robustness, stability and global optimization ability in 

solving the complex optimization problem. The DE algorithm achieves the optimization 

search by performing the mutation operator, crossover operator and selection operator among 

the current individuals. So this algorithm is similar to other evolution algorithms, such as 

particle swarm optimization algorithm, genetic algorithm, ant colony optimization algorithm 

and artificial bee colony algorithm and so on. It exists some deficiencies, for example 

premature convergence, the low search efficiency and local optimum.  Some searchers 

proposed some strategies and methods for improving DE algorithm in order to solve the 

existed deficiencies of the DE algorithm in recent years [6-15]. Babu and Angira introduced a 

modification to original DE that enhances the convergence rate without compromising on 

solution quality. The modified differential evolution (MDE) algorithm utilizes only one set of 

population as against two sets in original DE algorithm at any given point of time in a 

generation. The results are compared with other improved DE algorithm by applying 
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benchmark test functions and five non-linear chemical engineering problems [6]. Tasgetiren, 

et al., proposed a discrete differential evolution (DDE) algorithm to solve the no-wait 

flowshop scheduling problem with the total flowtime criterion. The DDE algorithm is applied 

to the 110 benchmark instances by treating them as the no-wait flowshop problem instances 

with the total flow time criterion [7], and so on.  

These improved differential evolution algorithms overcome the premature convergence 

and falling into local optimum problems. But the DE algorithm has some pitfalls: it is slow 

at the exploitation of the solution, the parameters of DE are problem dependent and the 

choice of them is often critical for the performance of DE, choosing the best among 

different mutation strategies available for DE is also not easy for a specific problem. 

And the convergence speed and the local search ability of the differential evolution algorithm 

still require to be further strengthened.  In order to make full use of the advantages of the self-

adaptive method and multi-population, an improved differential evolution (SMDE) algorithm 

is proposed in this paper.  To validate the effectiveness of the proposed SMDE algorithm, 

some Benchmark functions are selected and tested in this paper. 

 

2. Differential Evolution 

The DE algorithm is a simple, fast and efficient population-based direct search 

algorithm for solving global optimization problems. The DE algorithm has been widely 

used in many fields. The DE algorithm uses the basic framework of the genetic 

algorithm for designing a unique differential mutation operator . The basic operations of 

the DE algorithm have the mutation operation, crossover operation and selection 

operation. The DE algorithm uses adding weighted and random vector to mutate vectors 

in each step of the algorithm. It takes on some advantages of the simple structure, ease 

of use, robustness, and fast convergence. The DE algorithm evolves until the result or 

ending condition has been met. The flow of DE algorithm is shown in Figure 1.  
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Figure 1. The Flow of the DE Algorithm 
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The different variants of DE algorithm will be classified by the notation  ///DE . 

The   is a method for selecting parent chromosome. The   is a number of difference 

vectors. The   is the recombination mechanism. The different mutation and selection 

strategies are used to improve the convergence rate and accuracy of the DE algorithm. In this 

paper, the binrangDE /1//  is selected to implement the variants.  

1. Generate the Initial Population 

The key parameters of the population size, the mutation factor , the crossover rate and the 

number of iterations are initialized.  The first, the population size of individuals is generated. 

Then the individuals are encoded. The given upper bound( maxjx ) and lower bound( minjx ) of 

each decision variable are initialized by using the uniform probability distribution. That's 

),,,( 21 Mi xxxx   for solving N-dimension problem. The initial population is generated 

by: 

)()1,0()0( minmaxmin jjjji xxRandxx  ( Dj ,,2,1,0  )        (1) 

2. Mutation Operation 

The DE algorithm uses differential strategy to realize the individual mutation of each 

target vector.  The each target vector has two different individuals ( 32 , GG xx ). There are 

several proposed DE algorithms.  

(1)" DE/rand/1/bin"  

)( 321 GGGk xxFxx                                                               (2) 

(2) "DE/rand/2/bin" 

)]()[( 54321 GGGGGk xxxxFxx                                      (3) 

(3) "DE/best/1/bin " 

)( 32 GGGbestk xxFxx                                                             (4) 

(4) "DE/rand/2/bin" 

)]()[( 5432 GGGGGbestk xxxxFxx                                   (5) 

(5) "DE/current-to-best/1" 

)]()[( 1321 GGbestGGGk xxxxFxx                                    (6) 

3. Crossover Operation 

   The crossover operation is to construct an offspring. Its essence is to do uniform crossover 

among the obtained individuals in the mutation operation. In this paper, the binomial cross 

method is selected to perform the crossover operation. To this end, a trial vector is created 

from the components of each mutant vector and its corresponding target vector, based on a 

series of binomial or exponential experiments. The specific crossover operator equation is: 
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CRrandx
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ij
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)1,0(

)1,0(



                                                              (7) 

    where )(rand  is a uniform random number between 0 and 1. j  is the variable of the 
thj . 

D  is variable dimension. According to the equation (7), the value of theCR  is more, kx is 
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more the contribution to the Gx . When CR =1, then Gx = kx , it is beneficial to the rate of 

local search and accelerate convergence. If the value of the CR  is less, ix is more the 

contribution to the Gx . When CR =0, then Gx = ix , it is beneficial to keeping the diversity of 

the population and global search. 

4. Selection Operation 

     The DE algorithm uses the greedy search strategy to compete the obtained Gx  and 
t

ix  after 

the mutation operation and crossover operation. When the fitness value of Gx  is better than the 

fitness value of 
t

ix , the Gx  is selected as the offspring, otherwise, 
t

ix  is selected as the offspring. The 

selection operation equation is: 

             











)()(

)()(
1

t

iG

t

i

t

iGGt

i
xfxfx

xfxfx
x                                    (8) 

 

3. An Improved Differential Evolution (SMDE) Algorithm 

The DE algorithm is considered an efficient and powerful evolutionary algorithm. It 

takes on the simplicity, speed and robustness. And the performance of the DE algorithm 

mainly depends on the mutation operation, crossover operation, and selection operation. 

With the development of the society and technology, the optimization problems are 

becoming more and more complex. The DE algorithm and improved DE algorithm have 

some pitfalls, such as slow at the exploitation of the solution, difficult selecting 

parameters, not easy choosing the best among different mutation strategies and so on. 

However, for complex optimization problem, there need the different mutation strategy, 

crossover strategy and the values of the associated parameters in different evolution phase. 

So in order to make full use of the advantages of the self-adaptive method and multi-

population, an improved DE (SMDE)  algorithm based on the self-adaptive method and 

the multi-population is proposed in this paper. In the proposed SMDE algorithm, the 

self-adaptive method is used to automatically control the scaling and crossover factors 

during the running time in order to obtain the best scaling and crossover factors, 

balance the local search and global search, guarantee better robustness and accuracy and 

decrease the search time. The population is divided into multiple populations according 

to the fitness values of the individuals in order to keep the diversity of the premature 

convergence and information exchange among the sub-populations.  

 

4. Experimental Results and Analysis 

In order to test the performance of the SMDE algorithm for solving complex 

functions, the famous Benchmarks testing functions are used to test the performance. 

Some typical testing functions are selected from Benchmarks, such as Rosenbrock 

function, Sphere function, Ackley function, Step function, Schwefel2.21 function. The 

global optimum values of the selected testing functions are zero. We compare SMDE 

algorithm with DE algorithm, and ACDE algorithm. The parameters of these algorithms 

are selected after testing. The experiment environments are followed: Matlab2010b, the 

Pentium CPU 2.40GHz, 2.0GB RAM. The experimental parameters are set as follows: 

population size NP = 500, the function dimension is 30, the maximum evolution 
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generation maxT =2500, each algorithm is run independently 15 times. The specific 

expression and variables' range  of all functions are shown in Table 1. 

Table 1. Benchmarks Testing Functions 

Function name Function expression 

Rosenbrock 30,30||,)1()(100)( 2

1

22

1

1

1  



 nxxxxxF iii

n

i

i  

Sphere 30,100||,)(
1

2

2 


nxxxF i

n

i

i  

Ackley 30,32||,20)/)2cos(exp(]exp[20)(
11

2

3  


nxenx
n

x
xF i

n

i

i

n

i

i   

Step   30,100||,)5.0()(
1

2

4 


nxxxF i

n

i

i  

Schwefel2.21 30,30||},1|,{|max)(5  nxnixxF ii
i

 

 

The experiment results with the 15 independent running are shown in Table 2. 

Table 2. The Experiment Results for Benchmarks Functions 

Function Algorithm Max value Min value Mean  value 
Standard  

deviation 

Rosenbrock 

DE 3.076 32e+00 7.047 20e-02 6.941 25e-01 1.811 43e+00 

ACDE 4.134 52e-05 1.268 14e-06 4.031 52e-06 3.217 92e-05 

SMDE 3.514 27e-13 3.602 18e-14 2.146 38e-14 6.392 12e-14 

Sphere 

DE 3.732 91e-13 5.204 95e-14 3.927 94e-13 5.141 68e-12 

ACDE 2.845 23e-16 9.653 47e-18 3.415 28e-17 4.615 34e-17 

SMDE 1.012 47e-28 5.227 91e-29 8.369 27e-29 6.347 13e-12 

Ackley 

DE 8.409 31e+00 2.660 96e-02 3.922 03e-02 8.385 08e-03 

ACDE 5.941 03e-09 3.524 24e-11 6.159 32e-10 3.903 21e-10 

SMDE 1.341 28e-13 1.302 26e-13 1.312 82e-13 3.468 34e-05 

Step 

DE 4.135 17e-21 7.558 43e-24 6.142 72e-22 1.231 74e-21 

ACDE 6.123 17e-25 2.105 12e-28 7.523 43e-27 5.124 02e-26 

SMDE 0.012 31e+00 0.000 00e+00 0.010 23e+00 0.002 23e+00 

Schwefel2.21 DE 4.812 24e-02 8.624 19e-03 1.547 24e-03 1.947 29e-03 
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ACDE 9.312 07e-04 1.736 35e-06 1.343 41e-05 4.145 29e-04 

SMDE 4.602 31e-02 3.150 21e-02 2.915 26e-02 1.490 12e-02 

 

The performance of the SMDE algorithm is compared with other published versions of DE 

algorithm and ACDE algorithm. All algorithms were run 15 times for each testing function 

and the results presented include the maximum optimal value, the minimum optimal value, 

the average optimal value and the standard deviation. As can be seen in Table 2, the proposed 

SMDE algorithm obtained the better optimization performance than the DE algorithm for 

solving Rosenbrock function, Sphere function, Ackley function, Step function and 

Schwefel2.21 function. The proposed SMDE algorithm is better optimization performance 

than ACDE algorithm for solving Rosenbrock function, Sphere function, Ackley function and 

Step function. For Schwefel2.21 function, the ACDE algorithm can obtain better optimization 

solution. 

In order to validate the adaptive control parameters of the SMDE algorithm, the Sphere 

function is used to validate and analyze the performance of the proposed algorithm in here. 
The experiment results are shown in Figure 2. 

 

Figure 2. The Adaptive Control Parameters of the SMDE Algorithm 

In proposed SMDE algorithm, the values of parameters (F and CR) is becoming in 

the evolution. When the number of the iteration increases, the values of parameters (F 

and CR) are becoming the stabilization. The variations average percentage of the DE 

algorithm, ACDE algorithm and SMDE algorithm are shown in Figure 2 for the trial 

vector strategy. We can observe that the proposed SMDE algorithm can obtain the more 

suitable trial vector strategy and values of parameters (F and CR) for matching different 

phases during the evolution. And the proposed SMDE algorithm obtained the 

optimization value in the least number of the iteration. 
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5. Conclusion 

Differential evolution algorithm is a stochastic, population-based, evolutionary search 

algorithm. It is an efficient and powerful optimization algorithm, which widely applied in 

scientific research and engineering field. The performance of DE algorithm depends on the 

selected mutation and crossover strategies and the values of the associated control parameters. 

However, it is difficult to select a suitable strategy and the associated parameters, since the 

different optimization problems and the same optimization problem during different evolution 

phases should demand the different mutation and crossover strategies and the values of the 

associated parameters. So, for a complex optimization problem, the different mutation and 

crossover strategies with different parameter settings may be more effective in the process of 

the different evolution stages than a single mutation and crossover strategy with unique 

parameter settings. Therefore, the SMDE algorithm is developed in this paper. In the 

proposed SMDE algorithm, the population is divided into multi-populations individuals 

according to the difference of individuals’ fitness. The self-adaptive method is used to 

automatically adjust the scaling factor and crossover factor during the running time. The 

performance of SMDE algorithm is evaluated on set of benchmark problems and is favorably 

compared with DE, ACDE algorithm in the literature. The results demonstrate that the 

proposed SMDE algorithm is overall more effective in obtaining better searching precision, 

convergence speed, stability, global convergence ability. 
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