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Abstract %, %(Q

It is the important that Support Vector Machine (SVM).is\the powerfu ning machines
and has been applied to varying task with genera ceptable &?mance. The SVM
success for classification tasks in one domain is a bﬁ shat it represents the
instance of specific class. The representative and dis matlve%t es that they are given,
SVM learning is going to provide better gener ion and H@quently that we are able to

obtain good classifier. In this paper, Wede e proble feature choices for tasks of
human detections and measure the perfo fe C ture. And also we consider HOG-
family feature to study an effective fe electl d. Finally we proposed the multi-
scale HOG as a NEW family me b |s featu e\group. In addition we also combine SVM
with Principal Component A% ce dimension of features and enhance the
evaluation speed while retainingmast of | ifative feature vectors.

Effective feature, H etection

1. Introdu@ :
There are ething

ttracted a lot of research interests these days, because of
the drive from many@€merging applications in human detecting, for example perceptual
interfaces, ubiqui omputing, and smart video surveillance [1, 3]. It is connected
between differe@icaﬂons and with different image resolutions of the subjects from
thus requi% rent techniques. For example, the motions of the human body parts

Keywords: Supr;@@r Ma i:& OG-Family, Principal Component Analysis,

need to rmined for action recognition in perceptual interfaces; therefore it
requir high resolution for analyzing the articulated motion of the parts of body.

O other hand, there is a robot vision as an example for inspection. Because the
h is generally associated with a small region and low resolutions, the human needs
to D& treated as a non-rigid entity for the detections for detailed motion of the body
parts is no longer the major focus in this paper. It addresses an effective feature
selection when it detects the problem. In computer vision research area, a human
detection has to be considered a difficult problem because of the variation of human
appearances in images.

The complexity of the problem is added with the cluttered and dynamic background.
In this paper, we consider human detections by placing this problem as a classification
problem and by solving with a discriminative approach through the supervised learning.
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Through this suggestion, the human detection requires two components: a set of
features and a discriminative learning method. It is important to have features which
robustly can represent the appearance of object in interest. As it shown it in [4],
Histogram of Oriented Gradient (HOG) has successfully trained the Support Vector
Machines (SVM) to detect a human in images with an acceptable performance. This
success which would be in one aspect might be considered the fruits of the success of
the feature to model the observed object as an instance of a specific class. SVM will
give a good generalization and consequently provides a well classifier in given a
discriminative set of features. However, to find a representative feature to cover every
variation of pose and appearance of human in an image is considered too difficult. It is
also interesting to use redundant features for human problem detections, and employs
AdaBoost algorithm to learn important features while avoiding the rest to be congidered
in the model [5]. The HOG, as it shown in [6], one of the recent robust featu &ﬁor
human detection problem that encodes the object’s shape by using gradi &rﬁcture,
and then captures the object spatial information by grid quanti a@ d local
normalization. This procedure lets HOG committed the Jdll\minatioff | ance as its
property. Regarding the two main components of ect n supervised
learning approach, the remainders of this paper y d|s<§$g( two issues. The
first one is the evaluation of several variants of ’gram d Gradient [4], it
is so called HOG-family, as a robust features_set discrimifgting human from other
objects. This includes the non-overlapped, deps&[4], spa yramidal [6] and our new
proposed HOG feature: multi-scale ima mid HO he systematic comparison

within HOG-family along various co ons ¢ VM will provide experimental
validation of the most discriminativ re wi G-family. In the second, it is the
discussion about speeding-up the rmance M evaluation which was trained by
the HOG-family, by firs% ing ,tl—%eatures dimension through Principal

sually expected to affect the speed of a

Component Analysis (PCA). red
testing phase of the SV while it seérves the classification quality. This paper
consists of 5 sectlons i e G-family as features, along with SVM as the

classifier in secto& incor tion of PCA for feature dimension reduction with

SVM is presente e describe in section 3 that the data sets and the
performance re are ined. The comparison and analysis are in section 3 also.
Finally, con n and a for future research direction is drawn in Section 4.

2. Features and

briefly introduce the HOG as our discriminative feature for dealing
tection problem. Afterwards, we discuss the basic concept of SVM
A.are incorporated into SVM for feature dimensional reductions. The SVM
under P nsformation is proven to be invariant, there for it is safe to improve SVM

2.1."8econd-order Headings

The utilization of orientation histogram as shape encoding descriptors has been used
in [8] for hand gesture recognition. Later it was developed into robust local feature
descriptors known as SIFT [9]. In SIFT, the features are computed at a sparse set of
scale-invariant key points, rotated to align their dominant orientations and used
individually. The HOG as proposed by [4, 10], are computed in dense grids at a single
scale without dominant orientation alignment. The grid position of the block implicitly
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encodes spatial position relative to the detection window in the final feature vector. In

addition to dense HOG [4], the experiment is also performed to evaluate non-

overlapped HOG as the basic HOG variant;
The HOG-family features are shown in Figure 1 and briefly described four:

(1) Non-overlapped: This is the simplest HOG representation. Histogram of each cell is

normalized with the block norm.
/INon-Overlapped Algorithm
procedure represent(HOG_features);
procedure normalize(HOG_Features)pjock norm;
set n.HOG.F;

(2) Overlapped (dense): This is similar to the implementation in [4], and it uses the
overlapped blocks as the basic descriptor.

/IOverlapped Algorithm (Dense Mode)

procedure similar(HOG_features); v
implement n.HOG.F; 0
procedure overlapped(n.HOG.F);

(3) Spatial pyramid: The pyramid of HOG is built iffe cells of each
pyramid level and then the concatenated hist comp&a feature data in
each level.

/ISpatial pyramid Algorithm
procedure build(HOprram.d)
set different. CeII(HOG),.
define level(HOG);

compose hlstogram(}@

(4) Multi-scale: The imag levels sa‘«g\created from the image and the
histogram is calculated{% eveL %hen the feature vector is built by the
concatenation of histograms fro t levels. In this implementation, we
combine two differen el of i |m amld to build the HOG feature.

//Multi— Igori
esult< ate(lmage(HOG)||h|stogram(HOG))
Iculate(result);

edure E (%) ure Vector)<-set.level;

pleme ined two different level <-FV;
output » features;

2.2. Building H@o Image
Let | denpte image of width m and I(x, y) represent the pixel intensity in

correspon osition (x, y), then the HOG descriptor can be computed by the

( m image enhancement through gamma correction.
% /IEnhancement building Algorithm
procedure enhancement(Gamma.Correction(x, y)<- m, I(X, y));

(2) From image, we compute image gradient in horizontal and vertical directions by
one dimensional entered mask [-101]". By then, we have following formulations for
image gradient in each point:

/llmage gradient building Algorithm.........

.............................. (D)
procedure (ax(x, y)=I(x+1,y)-1(x-1,y))
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procedure (ay(x, y)=I(x+1,y)-1(x-1,y))
output (ax(x, y)|lay(x, y);//Figure 1
where a,(x, y) and ay(x, y) denote the horizontal and vertical components of the image
gradient respectively.

Non- Overlap Spatial pyramid Image pyramid
overlap

Feature vector Feature vector

f =l | f =l N AN £ =lh.h.hi....

Figwa&G F% atures for Human Detection

(3) The magnitu \\‘y) andT@ tation 6(x,y) of image data from its gradient can be

calculate ows

h" ]

gradientbuilding
|thm .. (2)

ocedure m(x y) \/a (x y) +a (x y)
compute A(x, y)=tan(a, (X, Y)! o,(X, ¥));
\# output (m(x, y)I| (x, y)), (0 < 6(x, y) <27);
The a

tion 4(x, y) has values in [0, 2x] range.
(45% V|de the image into (S,, XS;) non-overlapping cells. For each cells, we

ze the orientation 6(x, y) for all pixels into S orientation bins weighted by its
gnitude m(x, y).
/llmage division buildingAlgorithm
divide image into (Su, XSh)cer;
procedure S<-quantize(6(x, y)) with m(x, y);

(5) The feature is normalized by the sum of blocks. In all HOG variant, we use a
magnitude of a block of 2x2 cells to normalize each of cells. By blocks
normalization we capture the information in the surroundings cells. We divide the
image into S,-by-S, non-overlapping cells. For each cells, we quantize the
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orientation #(x, y) for all pixels into S orientation bins weighted by its magnitude
m(x, y).
/IFeature normalizing building Algorithm
procedure normalization (SUM)pock;
magnitude block(2x2)<-CELLs;
divide (S,-by-S,)<-IMAGE;
procedure [S*(m(X,y))]<-Orientation(d(x, y))
(6) The histogram from each cell is formed into one feature vector which depends on
the configuration required for each HOG variant as shown in Figure 1.
/IFeature normalizing building Algorithm
procedure FV<-each CELL;
procedure histogram<-FV(HOG.variant); //Figure 1 .
(7) The output of this procedure per each image is 1-by-N feature contains ized
both image magnitude and orientation, which is considerably robustseomfpact and
illumination invariant [4, 10].
/IFeature normalizing building
procedure (MAGNITUTE||ORI
output (1-by-N)<-(MAGNI

hm
N)<- st||Compact)
RIENT );

2.3. Support Vector Machine \\/
The basic form of SVM classifier can bﬁessed a§\%

11X, e, R: Ve puts
i(x)=W%}+b . (3)
Where input vector x e R, w i rmal of separating hyper-plane in the

feature space produced from of a functien (can be linear or non-linear, n can
be finite or infinite), and b i ias. The §j j(x) tells vector x belongs to class 1 or
class -1.

By solving the QP opti@tion pr@or SVM [8], we have the formal expression
of SVM classifier: «

Q\\ j@% a,u.K(x,Xx)+b (4)

=

Where K@ernel @1: K(xi, X) = @(x1) D(Xy). By the kernel function, it is not
necessary to know th it form of &(x). Each training sample x; is associated with
a Lagrange coeffici , Which is non-zero for Support Vectors (SV).

To enhance t evaluation speed, we should refer back to equation (4), from
which we can re¥yrite several possible systematic ways. One of them is to reduce the
number o%directly. W is described by a linear combination of SVs and to obtain
Jj(x), x n do inner product with all SVs. Thus, reducing the number of SVs can
direct@ce the computational cost of SVM in test phase. We refer to works from
[ n example of successful attempts for reducing SVs, while maintaining
ac ble performance of SVM. Another possible way to speed-up SVM test phase is
relied on reducing the size of each feature. Reducing the dimension of a feature, while
preserving its essential information is one of the usefulness of PCA. By combining
these two efforts along SVM, we can get a significant result on reducing the running
time of SVM test phase. In this paper, we only adapt the PCA as the speed-up term
since RFE considerably reduces the generalization of SVM hyper-plane.

Copyright © 2014 SERSC 207



International Journal of Multimedia and Ubiquitous Engineering
Vol. 9, No. 12 (2014)

2.4. SVM Evaluation with PCA

SVM involves inner product spanned by the feature vectors. This is represented by
kernel function in eq. 4. The longer the features, more time is needed. Thus PCA is
used to speed-up SVM process by reducing features while simultaneously retaining
representative parts. This also reduces memory requirements for SVM training.
However, projected features by PCA will change the result of SVM since basically
SVM just sees another features set. It has been shown in [11] that SVM is invariant
under PCA transform thus the properties of SVM are retained. To obtain PCA from our
data sets, we use both positives and negatives training images since PCA does not
handle labeled data. If we only used positives images, then we will obtain positive data’
principal component only while in testing stage, we do not know whether the new
observed data is positive or negative.

\/‘
3. Experiments C?E

The main tasks of the experiments have two; % ¢
1) Evaluate the performance of HOG-family on clz@&x hu% tasets. While

we evaluate this HOG-family, we enhance the sp luation A.

By then we can 2) observe how much speed—@ can verwithout ruining the
performance of SVM. The next subsection deals the chosén performance measure
and the datasets we used. 6 0@

The experimental results are pre Precision®Recall curve to observe the

sen
classification quality of SVM trainedﬁ
he.effect @

e
G- An empirical observation also
attempted to provide a closer look ab& g PCA on SVM evaluation.

Figure 2. Examples from our Lab Person Data Sets, (Top) Positive Normalized-
the Rectangle Show 48x48 Upper Body Part-and (Bottom) Negative Images
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= Performance measure: To quantify the HOG-family performance on binary
classifier SVM we use Precision-Recall (PR) curve. We use this measure because
we are interested in knowing how many of the objects it detects, and how often the
detections it makes are false. Another reason is that most of the majorities of the
data are negatives, a small number of true positives will gives small effect to e.g.,
DET or ROC curve shape, and thus it is difficult to observe the differences in
performance between experiment results. PR curve measure the proportion of recall
defined as true positive against the proportion of precision that is defined as number
of true detected divided by total true hypothesis.

= Dataset: The specific purpose of this evaluation is to choose a suitable
implementation of HOG for human detection system in omnidirectional camera
mounted on a mobile robot [4]. Thus, we have built a new dataset to repr%he

application domain of our system. The dataset is taken by our omni al
camera system, by then the training images are representatlve f pose
Because the omnidirectional image is converted into panoram ng step
degrades the quality of edges and the image contain uch nefs a artlfacts
The training data sets contains 249 of 96x160 a ze s images of
person's body as seen in panoramic images in v ses in ent illumination
condition. We use 98 negatives images whic@ samp Wtrammg the SVM
classifier. Although the dataset has full body sIZ€, we on\ uses on upper body

ct hum radius 1-4 m around the
ect the | part of the body. The test

Wes and 85 negatives images.

3.1. Experimental Results
We only use a run phases%ammg W@ retraining by augmenting images from
false positives which is ohtaine itial training set as used in [8]. The test

robot. If human is too close, then we can
data sets consist of 100 positives nor %

phase is performed on mallzed tives images. Although this might seems
restrictive, we mayf an assu tlon that given the generalization of the SVM and
proper choice of tr dat feature performs well in this data set then it will

The evaluati be per ed under some fixed HOG parameters. Each cell’s size
for our data detecti 8x48 upper body) is 12x12 pixels, blocks are defined by
2x2 cells with strlde i ixels in both direction (for dense type). It uses 249 positives
and 953 negative es for training. The testing data set contain 100 positives and
7332 negatives. se two projection sizes to evaluate performances of PCA-SVM:
1/3 and 1/6 qf orfginal feature size. It is shown in Table 1. The SVM training and test
are performedasing SVM light with default parameters and RBF as the kernel.

The :{b mances of HOG-family in PR curves can be seen in Figure 3. For full-size
fegr 0.8 precision, multiscale-HOG which we propose has better recall compared

S

perform comE:E Iywwell in th Iti-scale detection schema as used in practice [4, 8].

t r HOG variant including dense-HOG from [4, 8]. Also we can see that PCA
re performance significantly in 1/6 feature size and for 1/3 feature size, dense-
HOG and multi-scale-HOG have comparable performance compared to full feature size.
Figure 4 shows the comparison of full feature size and 1/3 PCA projected feature for
dense HOG and multi-scale HOG how this makes clear. To show the advantage of
PCA-SVM the processing time to extract feature and the runtime of the test phase for
test data set are shown in Table 2. It only considers the dense and the multiscale
because the performance of non-overlap and pyramid on PCA projected feature is much
worse than original full-size.

Copyright © 2014 SERSC 209



International Journal of Multimedia and Ubiquitous Engineering
Vol. 9, No. 12 (2014)

Table 1. Full and PCA Projected Size of the Feature Sets

HOG-type Full size 1/3 1/6
Non-overlap 144 48 24
Dense 324 108 54
Spatial pyramid 189 63 31
Multi-scale 288 96 48

Table 2. Full and PCA Projected Size of the Feature Sets

. Feature
HOG-type Feature Size extraction time(ms) SVM test(s)
Dense-full 324 23911.69 1.75
Dense-1/3 108 18128.58 0.88
Multiscale-full 288 30830.73 1.68
Uultiscale-1/3 96 26992.65 0.88

4

"
N8

*
The recall of multiscale-HOG has dropped nearl@hi%nse-HOG the

recall has dropped approximately 4% by combini
reduce processing time, however, at the expense

in the Figure 3 and the Figure 4 [Table 2]. Q

precision

=
o

05

0.6.

Full feature size L J

ecision. PCA can

CAat0.
uces p\ ance as we can see

——hog
——d-hog

—&— pyr-hog
—S&—ms-hog

* %
\ 13 PCA projected feature size

0.%_2

1/6 PCA projected feature size

0.4

—+—hog

—+—d-hog
—=—pyr-hog ||
—E&—ms-hog

0.2 04 08 0.8 1
recall

0.6 0.8 1
recall

Figure 3. Performances on Lab Data set with RBF Kernel, (Top) Full Feature
Size (Middle) 1/3 PCA Projected Feature and (Bottom) 1/6 PCA Projected
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Dense and Multiscale in Full and 1/3 size

—_

1|t e S —— .

-
™

precision
o
-

—
=2

—+— dhog-full
—+—dhog-1/3
'] —&—mshog-full
—=—mshog-1/3

5 5 LK. \/‘
0_ T T I I | .‘- EPC
6.4 05 0.6 0.7 0.8 .
recall

Figure 4. Performances of Full Feature Size and 1/ Proj ture Size
for Dense and Multi-scal

4. Discussion O

Thus, any spatial advantage of feature ve s in uno va Ie since SVM produce
hyper-plane from points in kernel spac@ tandlﬁ ch component of features

—
o

favorable in classification or retain thé al con |on can be advantageous in
human detection task. We are pla i e thls in the future. Another
important point from this attempt i ammg& he performance of PCA-SVM for
human detection is affected b ature and the data sets. It also depends on
size of projection that we %? Genet CA worsen the performance so using
PCA might not give any gain eve |f educe processing time given a challenging
data set. If the performaé penalty ceptable then using PCA is preferable. We
infer that there ise

mal jection size where PCA can give comparable
performance to or S|ze % o should note that PCA-SVM used in current
research is ng a |pled or ted approach to reduce feature size because SVM
change the f‘ ointin el space. That is, no guarantee the new point is the same
as original p This the performance penalty unpredictable. We will explore

Joint classifier and optimization which seeks sparsity in its use of both basis

functions and feat&
5. Conch@a d Future Direction

It des an extensive evaluation of HOGfamily feature which is including the
newly sed the multi-scale HOG for human detection task. We have assessed the
ce of each feature with SVMs classifier and showed the effect of applying
r reducing features. Our novel multi-scale image HOG that we suggest in this
paper shows the best performance compared to well-known dense HOG type in RBF
kernel. More integrated combination of reconstructive capability of PCA into SVM
machine and multi-scale detection will be carried out in the future.
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