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Abstract

Wireless sensor networks (WSNs) connect devices and enable collaborat nsmg
and monitoring various physical phenomena for applications such as @ racking,

infrastructure security, battlefield surveillance, health monitoringe.and t trol. WSNs
are generally comprised of a large number of tiny sensor that a tery powered.
f

Therefore, existing medium access control (MAC) r s hiave mainly been
ems haveyconsiderable drawbacks,
ission% applications, due to

designed for energy saving. However, existing WS
their large-scale nature. In this paper, wi opose , afr,energy-efficient and delay-

and especially limit coordination of sensor nodes

guaranteeing algorithm inspired by bloLo ystems have gained considerable
attention as approaches for computing a m sol We introduce both a local status
indicator and an active-status |nd|cat0 sens @ represent its local environmental
conditions and its node state, resp Iy, in W&‘ rom consideration of the analogies
between cellular signaling syste stems, we formulate a new mathematical
model that considers the ne |ng cha s of WSNs. The proposed bio-inspired

algorithm determines the of the s;@a de, as required by each application and as
determined by the tli% ironmenta ditions, and the states of adjacent nodes.

Simulation results i hat the.prgposed scheme provides significant energy savings, as
well as reliable de& rante rolllng the states of the sensor nodes.

Keywords plred orlthm, Node coordination, Energy efficiency, Delay
guarantees SS sen orks
1. Introduction @'

Wireless sen twork (WSN) systems are generally comprised of a large number
of tiny se nodes that are battery powered. The large scale of WSNs imposes
limitatio the coordination of sensor nodes [1-10]. Even including distributed

g#protocols in the scalability issue, the performance of a large scale WSN
ates as the number of nodes increases. Hence, WSNs demand such a high level
organization that application-specific global requirements must be achieved by
having nodes react to changes in their local surroundings, particularly in the states of
adjacent nodes. Recently, self-organized control inspired by biological systems has
received considerable attention as an alternative for realizing robustness, scalability and
adaptability in man-made (artificial) control systems [11-39]. Biological systems are
versatile and adapt themselves to environmental changes. Each entity of a biological
system makes decisions based on local interactions with their neighbors. For this reason,
a number of methods have been proposed where the attributes of biological systems
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(i.e., routing, clustering, scheduling, clock synchronization, network security, detection
of misbehavior, and coordination control) were adapted for computer network systems.,
Among the concepts and principles derived from biological systems, those related to
immune systems, sect colonies, activator-inhibitor systems, and cellular signaling
systems, in particular, have been applied to WSN design [14-39].

One existing coordination protocol is based on the cellular signaling scheme of
biological multicellular systems [26-38]. Delta-Notch signaling is a well-defined
signaling scheme for which both Delta and Notch are transmembrane proteins [30].
During the development of certain biological tissues, Notch protein first drives multiple
cells in the same area to adopt similar characteristics to form a pro-sensory patch, and
then mediates hair-cell development while supporting cell differentiation within the
patch. The first process is controlled by Notch-signaling lateral mductlon
second one by Notch-signaling lateral inhibition. Lateral induction is a
which a cell heading for a particular fate induces its neighbors to adopt ?7’

Therefore, the lateral induction mechanism generates a homogeneo @ pattern
through a feedback loop by amplifying initial simil o‘f me evels in a
neighborhood of cells. In contrast to the lateral inductj ha |s ral inhibition
process inhibits the neighbors of a cell headlng afticular om adopting the
same fate. The cells within a functional patch ed Vi mductlon usually
differentiate further, to a stage where some cells ain acx hile the rest become
inactive. Theoretical biologists and matheélans 4 uccessfully modeled the
Delta-Notch signaling process by sets ot C d ordlna?’g fferential equations (ODES)

[26-30].

These bio-inspired approaches yste &re highly robust and that can
recover quickly without a ce entlty ver, they also have some critical
drawbacks: each componen% tem only interacts locally, and it lacks
information about the global ibutes system. In addition, most bio-inspired

networking algorithms
systems. There is also
artificial networki
been theoretical

ponent-design, derived from biological

lict ingscatability of performance, between biological and

tems. r\/%ver, existing bio-inspired systems have not yet

Iyzed\@er s of system stability. Due to the analytical
ity issues were discovered only during simulations.

complexity system
To addre se co ) we propose a biologically-inspired node-coordination
scheme for W te the inter-cell signaling mechanism of biological systems,
é b

we report a new m t tical formula for coordinating sensor-node states in WSNSs. In
Section 2, we pr io-inspired scheme for WSNs via a methodology motivated by
the inter-cell sigpating scheme. In Section 3, we evaluate the performance of the
proposed sb@,e. Finally, we present conclusions in Section 4.

2. Bi gred Algorithm for Mission-critical Applications

2. al Status Indicator

We introduce a local-status indicator of a sensor node in order to represent the
conditions of its local environment. At every controller timeslot, node m ( Y'm & M)
evaluates the value of the congestion indicator, h,, as follows:
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h(n) = agm(n) + (1 — a-)[m[-n)
where
qm ('” )
Wy (1) 4+ g (n — 1)
- _ rm(n)
Z'm( ?1-) - o (ﬂ ) + ¢ (ﬂ )

Gm [ ?1-) =

The value of ry, is the number of retransmissions. The values of qmn, W, Cn, represent

the queue length, input process, and successful outgoing packet number at nodeNy. The
parameter o (0 < a < 1), regulates the influence of queue loading and chan ity.
As the channel gets more congested, I, becomes one, resulting in a | mber of

retransmissions. On the other hand, when a larger percentage kets are
successfully transmitted, I, is close to zero. Accordin e’valu@e congestion
indicator becomes larger with the queue loading and iSS In addition to
congestion, the consumed-energy level of a n port present its local
status. In order to consider the consumed- ene@evel \h\ ify the congestion
indicator as follows:

hm(n = eml ;?\@Q

where en(n) is the ratio of ¢ ed ene&s total energy. Thus, as energy
consumption increases, or the t cong evel becomes high, the value of the
congestion indicator become

Using the modified cor@tlon ind me set the local status indicator of node m:

\ = 5d) + 1 (9 (i (1)) = ()

where 7 is a E @nd g(x) is defined as follows:

- 1
@ - J_ + bl
2.2 Active s Indicator and Node Coordination
@ local status indicator, we propose a node-scheduling-control scheme
inspir the lateral inhibition method of the inter-cell signaling system. The purpose
0 ition-based, node-coordination control is to determine the state of a sensor node

for the next controller timeslot. Hence, the sensor nodes compete via lateral inhibition
to attain an active state, while the remaining nodes go to sleep. In order to meet
application-specific requirements, we propose the use of a mathematical formula for
node coordination, modified from the lateral inhibition formula. Let a,(n) denote the
active-status indicator of node m. We propose the following formula for controlling ay:

where p and v are positive control parameters to be chosen; 3D is the delay feedback
from the sink node, and is given by
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0D(n) =D(n) =D,

where D(n) is the measured delay and D, is the delay requirement.

According to the difference equation, a node with a higher local-status indicator than
its neighbors (relative), also has an objectively high active-status level (actual).
Likewise, when a sensor node has a lower local-status level than its neighbors, its
actual active-status level is low. As such, any given node is more likely to have a higher
value for its active-status indicator than its neighbors have. In addition, as the measured
delay exceeds the delay requirement, the value of the active-status indicator increases,
regardless of the level of the local-status indicator. Each sensor node dechdes yits
active/inactive status for the next controller timeslot using a uniform- distrib ode-
scheduling algorithm.

To specify the detailed node-scheduling algorithm, we igtroduce asra value w,
following the uniform distribution within [0, 1]. Each%‘ndepe@y generates a

random value. If the active-status indicator of node isfles then the node
goes to sleep. On the other hand, if a, is greate , the be active during
the next controller timeslot. As the relatlve I tatus i n@&v& values of all the
neighbors increases in relation to node m value of omes smaller, and the
active-status indicator of node m also b S smalr at is, the probability that
node m will be selected as an active n omes | s its neighboring nodes gain
better environmental conditions in t Ilnk. trafflc loading, and consumed
energy. On the other hand, when cal a node is better than that of its
neighbors (i.e., its neighbors a @s suitable i terms of link quality, traffic loading,
and energy) the node is mov%( to B cted as an active node. Hence, via the
competitive inhibition mechanis onI set of optimal sensor nodes remains active
while the rest stay in sI ode to nergy Besides the ability to observe local

quality, our propose S eme co ers global objectives, such as the application-
specific-delay req asured delay for a flow becomes greater than the

delay requwee actlve— s ‘indicator values of all the nodes involved in the
flow also b he rgsilting in a higher probability of being active. Consequently,
this leads to uctlo ay, with more frequent packet transmission. In this way,
the proposed contr duces the sensor nodes to estimate the overall system
performance and ide their actions by considering both global requirements and
local environm C ndltlons

O$ > Smi(n)

. 1) — (1__771(.]2_)+K1_ g i€ENm,

T(n) — Um ('21) +voD (']1)

3. Results

In order to evaluate the performance of our proposed scheme, we developed a
simulation environment using a MATLAB simulator. To show the effectiveness of the
proposed scheme, we compared the proposed algorithm with a reference bio-inspired
node activation scheme (BI-NAS) [30]. We use a simulation topology wherein 20
sensor nodes were deployed randomly in a region with a radian of 50 x 50 m. Among
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the deployed sensor nodes, three nodes (nodes 1, 2, and 3) were directly connected to
the sink. All sensors were static and had the same finite battery power. A node could
transmit data packets to any neighbor within range. CSMA/CA was used for the
transmission protocol of the MAC layer. All nodes within the carrier sensing were not
able to access the medium when the channel was busy. The transmitted packets from
the source node followed one of the possible paths and finally reached the sink via
either node 1, 2, or 3. All source nodes generated packets in a Poisson distribution with
average packet-arrival rate of one packet per second.

The size of a packet was 100 bytes, and the control period was 1 second. We set vm
= 0.6, Ta = 0.01 sec, and D = 200 kbps. The transmitting power and sleeping power was
set to 24.75 mW and 15 pW, respectively. For the proposed algorithm, we selected
parameters such that conditions (40) were satisfied: h=1, a=0.5, 7= 0.1, v =04
= 0.01. For BI-NAS, the active status threshold value was set to 0.5. All des
started with no neighbor information and thus had empty neighborhood t

Figure la represents the local-status indicators of nodes .2 and 3. ode 3, its
local-status indicator was smaller than the others untihéseecond%?use it started
with less battery power than the other nodes. How% fter %g nds, the local
status indicators of all nodes converged to the lue. Rig. hows the active-
status indicator. As with the local-status-indicat ult, un seconds the active-
status indicator of Node 3 was low comp Q\‘o the o% hich led to a smaller

probability of achieving an active state. odes® 2 had better local-status
indicator values, they achieved a hlgh tatus % r value, compared to Node 3.

In contrast, Node 3 had a lower ac tus in value and spent more time in
sleep mode to save energy. Throu teratl ess the active-status indicators of
all nodes converged to the sal of 0.3 650 seconds. That is, the probability
of becoming active was ide for all nd é
2
0.8 \' 0.35
""" 0.3 X
0.2 ......................................... 4
0.15 1
01 ......................................... 4
oAl | 0.05f node 1|
T —<—node 2 ——node 2
—+—node 3 —+—node 3
% 500 1000 % 500 1000
time (s) time (s)

Figure 1. (a) Local-status Indicator and (b) Active-status Indicator
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Figure 2a shows the average end-to-end delay for all flows. We set the delay
requirement of all flows to one second. We observed that the average delay was within
the range of [0, 33, 1] seconds and was always less than the delay requirement. Fig. 2b
shows the power consumption of nodes 1, 2, and 3. Although the initial level of battery
power was different for each node, power consumption became identical after 650
seconds, resulting in energy balancing among the nodes. This was achieved by
controlling the probability of a particular node becoming active, based on its
environmental quality relative to all its neighbors, as well as on the global objective of
the application.

Figure 3 shows the average performance of the proposed scheme, with varying delay
requirements within the range of [0.5, 2] seconds. Figure 3a shows the local-status
indicator, s, and the active-status indicator, a. As the delay requirement beca Iooser
(i.e., a higher value), the active-status-indicator value decreased, thereby r
probablllty of being active in the next controller timeslot. Where th %‘a low
probability of being active, the proposed scheme increased the sleep ti ence, as the
delay requirement became looser, we attained greater p avings ther hand,
as the delay requirement became stricter (lower va e ctl tus indicator
increased, leading to more frequent packet trangmigsions in or meet the delay
requirement. From Fig. 3b, we observe that the @ o-end uccessfully follows
the varying delay requirements. In addition, as the™delay req Juifement becomes relaxed,
power consumption is reduced because of the@er proba ity of being active.

*

a end to-end dela %\ ‘@ ower consumption
1 (a) end > 4 | x\‘ P . P

——node 1
10_ .................... node 2 -
—+—node 3

1 0 1
500 1000 0 500 1000
time (s) time (s)

F igure 2. (a) End-to-end Delay and (b) Power Consumption
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(b) delay and power consumptlon

*

48

ows a comparkg&/%e per,
i ic rates."We van

NAS, with varying traffic r

[1, 5] packets
were kept at
smaller delay

requirements

packets morésgften tha
while guaranteeing t
We ran a single,

rol a

ymg ay

equwements (a) Local-
End-to-end delay, Power

nce of the proposed scheme and of BI-
e packet-arrival rates within the range of

ig. 4, the end-to-end delays for both schemes
Ifement. In particular, BI-NAS shows a much

des converged toward the same value.

per second@ shown“)\r

less th delay requ . i , BI-

than opo E%ﬂne, but the power consumption was almost three
times that of the@ sed schﬁbs ce BI-NAS does not consider application-specific

status, it consumes unnecessary power by transmitting

sary. However, our proposed scheme saves more power
requirement, in spite of changes in traffic rate.
enario with two source nodes, to test the impact from changing
u and h. We set the initial power consumption of Node 1 and
(1.5 mW and 30 mW, respectively). As shown in Fig. 5, the active-
of Node 2 was much smaller than that of Node 1, due to the difference

in initiil er among the nodes. As the procedure iterated, the active-status indicators

K%
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(a) proposed algorithm (b) BI-NAS
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Figure 4. Average Perform {Q th V@Traﬁic Rates: (a) Proposed
Q@me and_(b) BI-NAS

*

According to Fig. 5 @ Fig. 6,5®sing the values of z and h sped up the
convergence time. ewer, large Yalues of 17 and h led to oscillatory behavior and
unstable system pg ance: pegific, Fig. 6 shows that an active-status indicator
with h = 1 copyerged more slo than one with h = 3, but it showed a little oscillatory
behavior. | D ‘contras result with h = 3 showed fast adaptation behavior; the
active-status ‘mdicator {0Tted extreme oscillatory behavior. Therefore, the choice of
the control paramete% be approached as an optimization problem. In future work,

r

we plan to extend€§ k to find optimal parameters.
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(a) a with h=1 (b) a with h=3
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Figure 5. Active-status

(b) a with u=1

node 1

Il O 1
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Figure 6. Active-status Indicator: (a) h=1, and (b) h=3
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4. Conclusions

In this paper, we proposed a bio-inspired node-scheduling-control algorithm for WSNs in
order to achieve energy savings and delay guarantees. The proposed scheme introduced local-
status and active-status indicators determined by the local environmental properties of the
nodes, as well as by application-specific global requirements. We then developed a new
mathematical formula to control the sensor-node state, based on the biological lateral-
inhibition model inspired by inter-cell biological systems. Each node evaluates its local-status,
and based on the proposed active-status-indicator formula only an optimal subset of sensor
nodes becomes active while the rest stay in sleep mode to save energy. The simulation results
indicate that our proposed scheme outperforms existing bio-inspired scheduling protocols by

providing reliable delay guarantees, as well as greater energy savings. ‘
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