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Abstract

Sensor data exhibit strong correlation in both space and time. Many algorithms have
been proposed to utilize these characteristics. However, each sensor jUSt tilizes,
neighboring information, because its communication range is restrained. Infor
includes the distribution and characteristics of whole sensor data prowvi

opportunities to enhance the compression technique. In this paper, se an
orthogonal approach for compressing sensor readin s b ed on feedback
technique. That is, the base station or a super node s Hu ode for the
compression of sensor data and broadcasts it into seg works man code. All
sensor nodes that have received the information c S t data and transmit
them to the base station. We call this approach a dback on and this modified
Huffman coding as sHuffman coding. In ord show 1h erlorlty of our approach,
we compare it with the existing data comprgssi algorlth terms of the lifetime of the

sensor network. As a result, our experi esul @( that the whole network lifetime
was prolonged by about 30%. %

Keywords: Sensor netw%@& Comgﬁlon, Huffman code, network lifetime,
suppression Q\

rks the limelight for the variety of RFID applications
like enviro onitorimart spaces, medical applications, and precision
agriculture@s Sor ge s collect useful information such as temperature, humidity
and seismic nsity. ansmit sensor readings to the base station for sophisticated
processes. Because nodes have limited batteries and consume a lot of energy for
communication, efficient methods are required to reduce the network traffic[1-4].

Data compr@ techniques are traditional and effective methods to reduce the
network {raffic. “Generally, sensor readings are correlated by both space and time.
Recentl researches have been proposed to compress sensor readings with data
correl . [5] proposes a temporal suppression scheme. It assumes error bound of
adings. The basic idea is that sending sensor readings is suppressed if they are
ed in error bound of the latest reported data. Then, the base station regards current
as the latest reported data with temporal correlation.

[6] has proposed a data suppression algorithm using a spatial correlation. All sensor
nodes receive and transmit their sensor readings according to their corresponding time
slot. Sensor nodes overhear the transmitted data from neighbors to the base station while
waiting for their own time slots. At this time, each sensor calculates an average of
overheard data and compares the average with its own reading. If the reading is equal to
the average, it doesn’t transmit its own reading. In [7], sensor nodes organize cluster
forms. Member nodes in each cluster transmit their own readings to their cluster head.

1. Introduction.

Wireless sensor

d
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The cluster head compresses collected data and removes duplicated readings. [4] has
proposed a clustering algorithm based on data correlation. It improves the performance of
compression by well organized clusters. However, conventional algorithms exploit just
local distribution like historical data or neighbors in the range of communication.

In this paper, we propose a feedback diffusion algorithm to utilize global distribution
of sensor data. The base station determines global distribution from collected data in the
sensor network and broadcasts the Huffman code to sensor nodes. The sensor nodes
compress their own data using the Huffman code and transmit them to the base station.
For more efficient data compression by feedback distribution, it is important to reduce
communication costs and improve the compression rate. Thus, we propose a variant of the
Huffman coding, called sHuffman, for sensor networks. In order to show the superiority
of our approach, we compare our proposed algorithm with existing algorithms through
various simulations. Our experimental results show that the whole network lifetime was
prolonged by about 30% and whole sensor data were compressed by about 40%.

The rest of this paper is organized as follows. In Section 2, we describe a
data compression algorithm and the characteristic of Huffman coding as rel
Section 3, we propose and mathematically analyze the fee;&:k dlffus

Section 4, we describe the Huffman coding for sensor ne
In Section 5, we show the superiority of our prop
performance evaluation and analysis. Finally, we ¢ I Se t|o

2. Related Work

2.1. Sensor Data Compression Algorith@

Sensor readings are strongly cor and time [4]. There are many
approaches with these correlation {Q as spatl ression and temporal compression.
Temporal compression algorlt nsmt or readings to the base station if current
data has a change as compa ith the @reported data. The base station regards
unreported data as the latest reporte ] proposes another temporal compression
algorithm with error he chan readmgs is bigger than an allowed error rate,
sensor nodes tran readln the base station.

Data compre orlth izIhg a spatial feature utilizes the similarity of data of
the neighbogn 6] proposeddata compression to utilize the mean operator. All nodes
receive diftlme sle transmit their own collected data according to the received
time slot. Sefsor noder ear data that neighbor nodes transmit the data to the base
station while waiti 970*' their time slots. At this time, each sensor node calculates an
average of who erheard data. If this average is equal to its own collected data, the
collected data t transmitted to the base station. To improve the data compression
eff|C|enc -network processing methods such as the clustering and the tree structure
Werw [7 8]. In cases that the data of a neighbor node have a high correlation,

trans merged data at in-network is more efficient than transmitting data at each

the base station. In [7], sensor nodes make up clusters and each node of the

%r transmits its own collected data to the head node. At this time, the head node of
he"cluster compresses data by removing duplicated data.

2.2. Huffman Coding

Huffman coding is the lossless compression algorithm as one of the entropy encoding
algorithms. It uses a variable length code according to the occurrence frequency of
symbols as shown in Figure 1(a). The tree level is determined by the weight of each
symbol. As shown in Figure 1(b), bit patterns that are along the path from the root node to
the specific node are allocated to each symbol. Therefore, short bits are allocated to high
frequent symbols and long bits are allocated to the relatively low frequent symbols.
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SHuff an‘€oding

3. Feedback-Diffusio ﬁ(j@rlth \

In existing algorlt base iat oIIects just data from the network. Figure 2(a)

shows the eX|st| r data ¢ tion. As we mentioned above, the existing sensor
data compressi nlques@z edthe historical data of each node or the data of
neighbor nod is papet, we propose a novel data compression scheme utilizing an
interaction @ een t station and sensor networks. In other words, data
compression 1s don rding to each algorithm in the sensor networks and the
compressed data ar mitted to the base station. Figure 2(b) represents that each node
in the sensor n efficiently compresses its own data by utilizing redistributed data
which is extrac om initially collected global data. We define the redistributed data as
roposed scheme has an advantage which reflects global distribution.

e that there is a TAG-based sensor network which consists of N nodes. Each
v is compressed into v' by compression algorithm. The equation (1) indicates
munication costs of data transmitted to the base station. In the equation (1),
ist is a mean distance from each sensor node to the base station. Thus, each sensor
node transmits data which have a log(v'") bit size at the each round.

Ctag = N -avgDist - log(v") 1)
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Figure 2. An Example of Feed *Iﬂ:USI

Equation (2) denotes the communication costs=af pro back diffusion
algorithm. The communication cost Cy is compos f the a@data collection cost
Ciag based on TAG, feedback diffusion ost fd réeeption costs Cp. of

compressed data by feedback F. T, num‘c& data collections and T
means the number of broadcasting Huffm@

0

)
Cc
Equation (3) denaqtes the calc n procedure of communication costs to design an
efficient feedba usion s design the feedback diffusion scheme efficiently,

we have tosmprQve a collectioff gain Gy, of the compression scheme and decrease a
feedback on co Since the original costs of feedback diffusion are
proportional to F a e study a scheme to reduce a feedback size and the number

of feedback dlff& ributions.
Ctag > Cf

Te* Crag > Crag+ Tp - Cra+ To Cpe
O Te * (Ceag — Cc) = (Crag + T " Cra) > 0
O ch(Tc) =T (Ctag - Cfc)
@ C;d(Tf) = (Ctag + Tf ) Cfd)
Gre(Te) — Crq(Tp, F) > 0
Ciq(Ty, F) o< Ty, F 3)
4. Huffman Coding in WSNs

In this section, we describe an algorithm to reduce the size of Huffman code and the
number of feedback diffusion. Our proposed feedback diffusion algorithm reduces data
size by representing the sensor data to the bit patterns. Huffman coding is a representative
algorithm to efficiently express data with the minimum bits. It is difficult to directly apply
the Huffman coding as the Huffman code to sensor networks. The reason is that diffusing
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Huffman codes needs a lot of communication costs. In this paper, we first analyze the
features of sensor data. Then we propose the sensor network version of the Huffman
coding algorithm that reduces the size of the Huffman code.

4.1. Creation of Huffman Code

In this paper, we propose a feedback diffusion algorithm based on data frequency.
Generally, sensor data exhibit strong correlation in both space and time. Therefore, there
iS a chance to generate specific data with high frequency. Thus, we can improve
compression efficiency by expressing high frequent data as bit patterns. However,
diffusing the Huffman codes as the Huffman code leads a lot of energy consumption. To
overcome this problem, we generate a light weight feedback by utilizing the features of
the sensor data.

Feature (1). Sensor data have some error bound. .

The error bound of sensor data can be predefined differently for many ap (M
Sensor data are grouped according to error bound € as shown in Equation (4), v
v_base mean real sensor data and base data for grouping respectively.

number of sensor data considered for grouping them. \% . @
|vreal - vbasel ) Q (N

Feature (2). Some sensor nodes sense completel@ng data.\\/

Sensor nodes can get some errors easil cause t are deployed in unstable

environments. Therefore, some of them nsmit ab y wrong data to the base

station. We define threshold fcutoff to 53 wrongssensor readings. Figure 3 shows a

procedure for creating Huffman cod ff sensor data are grouped within
error bound €. Next, data groups 1@1 ave lo guency than threshold fcutoff are

pruned. Finally, the lighten code 4calletd as sHuffman) is organized and is
broadcasted into sensor nodés )

Y. B .
mmmmmmmmmand

0.0 0.0 1.0

tributes Exclude under threshold £,z Organize sHuffman codes

Calculate frequengi
Figure 3. A Procedure for Creating sHuffman Codes
4.2. Ser@ka

ta Compression Utilizing a Feedback

an example of gathering sensor readings with the feedback diffusion. First, the
station generates feedback and diffuses it to the sensor network. Each sensor node
stores this feedback. If current sensor readings are matched to the feedback within the
error bound(e), they can be expressed as corresponding sHuffman codes. Otherwise, we
have two methods. One method is to ignore them because they may be errors by Feature
(2). Another method is to collect them as uncompressed data directly. Some applications
want to improve the accuracy of data gathering. Then, we can collect sensor readings as
the combination of sHuffman codes and raw data. Although the communication cost is
increased, the communication cost is not high because sensor readings which are only
transported as raw data have low frequency relatively.

@@sensor node attempts to quantize its reading with sHuffman codes. Figure 4
ba:
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Figure 4. Gathering Sensor Readings with the Feedback Diffusion

4.3 Update Huffman Code

The Huffman code is generated by utilizing the collected sensor data at ic time.
Sensor readings are compressed based on the diffused, feedbac the
compression-efficiency is decreased because the differen urrent r eadlngs and

a@‘l

the Huffman code is increased. If we diffuse the feedb
every round, sensor nodes get recent Huffman cod@ nsum alo energies. On the
other hand, if we do not update the feedback, the ession cy is degraded and
more energy is consumed. To overcome this blem Wegave 0 keep the number of
collected data to determine when the feed ust be d. We define a collected
degree of quantized data as the hit rate. f |t rate han the predefined hit rate,
the feedback is updated.

5. Performance Evaluamé . G.:\
N\

5.1 Experiment Environment

To show the su

. »
compression alg()\t‘
indicates enviro arame consumption energy model to transmit a message

is deﬁned@%ssage @Z};{transmit cost} + {amplification cost}-{distance}].

terms the network lifetime and network traffic. Table 1

ity of usr\p?proach, we compare it with existing data
Ts

Transmissi st is nd amplification cost is 100pJ/b/m2. The consumption
energy model to recei '\@\ essage is {message size}- {receive cost} and reception cost is
set as 50nJ/b[10]. T&&ramee the correctness of sensor data, data that is not covered by
the feedback ar itted to the base station as a raw data.

% Table 1. Performance Evaluation Parameter

parameter change default
O Tree level 2~10 3
@ Sensor identifier - 4byte
Size of sensor reading - 4byte
€ 0~4% 1%
Hit rate 10~95% 80%
feutof f 1~16% 4%

Figure 5 shows the network topology for simulations. Figure 6 shows the
representative segments of the TEMP data traces in the simulation. The sensor readings
are simulated using the real traces provided by the Live from Earth and Mars (LEM)
project - at the University of Washington [9]. We extracted many subtraces starting at

26 Copyright © 2014 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol. 9, No. 11 (2014)

different times. We assigned each subtrace to the reading of each sensor. We controlled
the variance of the readings with the starting time of subtraces.
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Figure 5. TAG-based Network Topology
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5.2 Netwo@?

We compare the sj
feedback scheme
shows the size

éeedback generated by our proposed scheme with that of Naive
ex presses sensor readings as bits with fixed length. Figure 7
Huffman code. Our proposed scheme is more scalable than the
Naive feedback“scheme, because sensor readings are grouped and sensor readings with
low freqt%sare excluded from the feedback. The size of the feedback for the Nawe
feedba eme is rapidly increased, because the number of generated samples is
pro Ily increased as the size of network grows.
igufe 8 presents the average network traffic as the number of sensor nodes increases.
roposed scheme reduces the network traffic by about 40%. This result is due to
Huffman coding which allocates a code according to the frequency of data.
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5.3. Network L@ne

Figure s the network life with or without conventional compression algorithms.
FM(Flogdihg Method) is an aggregation algorithm based on TAG. To evaluate - the
O
d a

erage network traffic(byte)

@5678910

@ Level of the routing tree

Av

exist ompression algorithms, [5] is applied. In the result, the network lifetime of our
Igorithm is prolonged by about 30%. In case of our proposed algorithm with
t isting compression algorithm, it shows additional energy-efficiency.
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Figure 9. Network Lifeti% . %
6. Conclusions fQQ \/

In this paper, we have proposed a feedback di

algoriN sed on the variant of
Huffman coding, called sHuffman. While@sting alggrithms just exploited local
S Q@

distribution, our proposed scheme compr ensor r s efficiently from global
distribution. In order to show the superi f our roach, we compared it with the
existing aggregation algorithms in ter, eli e% the sensor network. As a result,
our experimental results have shg the w&y etwork lifetime was prolonged by
about 30% and we can imprQyv ergy efficienCy by utilizing existing compression
algorithms in parallel. Also, onfirmed is possible to efficiently collect data by

utilizing an error of the sepsor networ error bound of the sensor data. In the future,
we will apply our algori @ the real r network applications.
<
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