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Abstract

A multi-target localization algorithm based on compressed sensing was proposet,i
paper. The issue of multi-target localization was transformed into compressed s&fisi
algorithm greatly reduced the amount of wireless network’s communi

transferring most of the computing work to the central server. This metho%
anthyo

eJull uses of
an filter with
ise immunity.

the priori information of the signal and the support se nibine
Bayesian compressed sensing to improve the localizatien ra
Simulation results showed that the proposed method Jfasgeod noisg im ty, robustness and
localization accuracy compared with traditional Ioc on me %
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1. Introduction \g)

Nowadays, there is a growing |nter ocatl service according to the increasing
demand of human location infor GPS I atl technlque is one of the most popular
technologies. However, ho%c on ues must be considered to meet the
requirements, because in some s emal% the GPS signal can’t be received or GPS
location do not allow to us ince the r d signal strength (RSS) localization technology
has the features of sim uipme w cost, easy to implement, and thus become the most
widely used localizati chn \%e major methods of RSS location include geometric
localization me ed on patiass ‘model and the location fingerprint matching method.
Compared t er e@r has the characteristics of high precision, strong robustness,
etc.

Using location fin
thus location fingenfini

matching algorithm, location area is divided into many grids,
eature is represented by mean value of grid center’ signal strength,

Compare withl the fiumber of mesh network, the number of mobile target is very few, which
satisfy the

ology, therefore the study of applying compressed sensing to the problem of
network location becomes an academic focus in recent years. There are two
advantages of applying compressed sensing to wireless network location. First, without
additional complex compression algorithm, sensors only need to collect a small amount of
observation data, and accomplish sampling as well as compression at the meantime. Second,
the harsh constraint of energy and computing capability of sensor nodes is avoided by
transferring signal reconstruction process to the central server.

Feng et al., [4] use compressed sensing to lower sampling rate so that a few observations
can finish location process. However, this model has low precision and poor anti-noise ability
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due to BP algorithm used as the recovery algorithm. Nikitaki et al., [5] sample signal strength
of each location node, then reconstruct the signal by 1- norm minimization. This model can
accurately locate the target without noise, but, in the presence of noise, reconstruction is not
ideal, the complexity of the algorithm is high, and real-time is not good as well. In addition,
endurance of wireless network is also reduced because wireless locating process is carried out
at the terminal whose energy and calculation, as well as storage ability is limited.

A multi-target localization algorithm (MCL) based on compressed sensing was designed in
this paper, the definite system model and operation mode were also included. This MCL
algorithm made full uses of the priori information of the signal and the support set, reduced
computational complexity and improved real-time. It combined Kalman filter with Bayesian
compressed sensing [6] to improve the localization accuracy and noise immunity. The
algorithm greatly reduced the amount of wireless network’s communication “data By
transferring most of the computing work to the central server. Simulation results hat
the proposed method has good noise immunity, robustness and Iocall@ accuracy

compared with traditional localization methods.
2. Localization Model based on Compressed % @
2.1. Compressed Sensing

Compressed sensing is a signal pFOCESSIQChan eff|0|ently acquiring and
reconstructing a signal, by finding solutlen er-deter d linear systems. This takes
advantage of the sparseness or compre aI in some domain, allowing the

entire signal to be determined from rel few ents
In the theory of compress usmg th is matrix ¥ e RV*N with the vectors

{wi} as columns, a signal x e e exp
1)
The signal x is K it is a linear combmatlon of only K basis vectors; that is, only K
of the S; coefficie quatl onzero and (N — K) are zero. Assumed that a stable
measuremen [0)) e <<N ) can be linearly transformed with X , then
measuremen n be w,
y = Ox )

Then the com@ sensing can be represented as

\& y =®Xx = OYs =0Os (3)
)

® e RM> Equation(3) is called sensing matrix, since M<N, this problem appears under-
dete @) Compressed sensing proves that if s is sparse and sensing matrix @ satisfy
9@ ed isometry property, then original signalcan be reconstructed by solving optimal Io-
nor

min|[s] )
st.Y =dX =DWs
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2.2. Modeling by Compressed Sensing

The model of location system is showed in Figure 1, where the whole location area is
divided into N grid. There are D sensors whose positions are definite using wireless
communications with center server, and there are also K mobile targets randomly located on
the grid, whose positions are unknown. The quantity of moving targets K is sparse compared
with N, that is, the quantity of grid (N >> K ). This sparsity provides theoretical guarantee
for compressed sensing applied to the location system. In this localization system, the sensors
periodically collect signal strength of mobile targets, transmit the accumulated signal strength
of the moving targets to the central server in one cycle. Using MCL algorithm, the center
server compares signal strength sent by sensors with signal strength stored in location
fingerprint database to determine which grid the moving target is in.
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Figure . % ess Ne
Therefore a fingerprint datakase\o |gnals@h is necessary to locate. Signal strength in
each grid of Mobile targets in location areag ected by sensor, all signal strength vectors
collected in N grid are com@d asa m&{' W that is

AF2

\\Q % Yu Vi - Vi
Q Q Ya VYo - Vo
O < R
%6 You Yoo - Von (5)

Where ¥y, i ile target’ signal strength in the nth grid received by the dth sensor.

Sensors tra@the accumulated signal strength of the moving targets to the central server,
where si ength is combined to signal strength fingerprint database ¥ according to the
positio&e environment where does not changed obviously, location fingerprint database
C ed as a standard library used repeatedly by just single measurement.

@caﬁon process, signal strength of mobile targets in location area collected by each
sensor will be transmitted to the central server. Central server uses a random Gaussian
measurement matrix @ < RM*P to complete the process of compressive sampling. The signal

value X; represents the sum of RSS signal strength received by the ith sensor. RSS signal
strength X; can be seen as the linear combination of a few column vectors of location

fingerprint ¥ . Furthermore, X, can be expressed as the product of location fingerprint ¥
and the location signal vector .Signal x can be expressed as
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X Vi Vi o Vi || S
X, _ Wa Wy o Wonl|lS:
Xp Yor ¥o2 - Won ][ Sh (6)
Signal X can be written as
X=¥s (7
The process of sampling and compression is written as
y=Ox=D¥Ys=0s (8)
L 4
Because of noise interference of actual location environment, Equation(?) can ed
as
y=OX+E=0W¥s+E= ®s+%K 9)
Where E is the measurement noise, S indicate & iti vector to be
recovered, the sample matrix @ is a random Gaus and Qﬂt database ¥ is a
fixed matrix obtained from measurement. Because 0 g corre etween the sampling

matrix @ and the fingerprint database, ther a theor@l possibility to accurately
reconstruct the original signal by using co @ sensing
ec

The problem of multi-target localizatio n si ngth converts into compressed
sensing problem, which reconstruct s |ng to the measurement results.
can be achieved.

Using MCL algorithm designed int i er the

2.3. Multi-target CS Localizati Igorlthn@
The localization algoritr@g this paﬁ&l ined Kalman filter with Bayesian compressed

sensing to improve th ation accurdcy and noise immunity. MCL algorithm, which
improved based on n filter
observations signal

pressed sensing [7, 8], firstly obtain the residuals of
co d<4hen estimate the position of signal residual mutation
by Bayesian sion, th h this method to resume the position information vector S.
1. Initializati orithm
Int=0,Y, is the hich compressed by @, Y=Y, , support set is T, , §, is the
value estimate by BayeSian compressed sensing. When t =0, Bayesian compressed sensing
is used to solve ation(9). Solving process is as follows.
In EquaMQ), E is Gaussian white noise, assumed the variance is 0'5, in the Bayesian

frame elihood function of position signal vector S and Gaussian noise variance 4,
( o Jcan be obtained.
-M/2
P(yls.4)=(271%) exp(——”y o, j (10)

In the Bayesian framework, vector S is sparse means that it can contribute to their
obedience to a sparse prior distribution, a common distribution is the Laplace density
distribution, in this paper, a common hierarchical sparse priori is endued to the original signal.
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P(s|2) =TT, N(s;[0.4%) (12)

In Equation(11), N (‘0 /Ij‘l) is Gaussian distribution with zero mean and /’tj’l variance.
With Equation(10) and Equation(11), posterior probability distribution of S can be obtained.

P(yls.%)P(s]4)
P(Y|4.4)

=(2n) ¥ I3 ep{ -G (=) (2) (-0

\/‘
S is Gaussian distribution with >, mean and # variance, they equal to ?\
u=r Oy &)
\* @ (13)

T=(40"0+A)
A =diag (4,@@?
To get value of mean > and variance ﬂ F should k \perparameter A and 4,

P(sy, 2. 4)=
(12)

N

firstly, A and A, can be derived by maX| the logai arginal likelihood
(14)
L(4 4 Iogj y|s ﬂo c% Mﬁ@+log|€|+y on y]
C=4"'1+®A'®" inEquatio s\

In the framework of Relﬁ ector I@lme[‘a 20 2 and A, can be estimated as

following
. \QQ 4%% (15)
O ly - ©ul,

neW —

6@”«» M-S (16)

The convergenc rs by iterating between Equations(13), (15) and (16) ,vector S can
be represented b@
When t ga Kalman filter measurement equation is Equation(9), equations of state is

O

@ Kalman filter,residuals ¥; . can be obtained, solving process is as follows
P.,=P,+ Qt (18)

tit-1

St =S4 Wy (17)

Kt t\t 1® (®R\t 1®,+O-2| )71 (19)
= (I -K®)§_, + K.y, (20)
yt,res = yt _q))zt (21)
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2. Residuals estimate.
Equation(4) is substituted into Equation(21)

yt,res = ®(St - §t) = ®ﬂt (22)

B, =5, =S isthe part of the signalchanges.

3.Reconstruction of the location information signal.

Bayesian compressed sensing algorithms is used to reconstruct the residual through
Equation(22). If ﬁt is the recovery result of S, , the formula is achieved as following

§=S5+5 (23)
§, is result modified by Bayesian compressed sensing.For the next time signal estiqatioh,

P, and §, are simply used to replace P, and §,_; in Equation(18) and ) to
complete the update. é

3.The Simulation Results Analysis

3.1. Localization Results of MCL Algorithm

Simulation scenario is 20m x 20m indoor are nd Is divid e size of 1.0m x 1.0m
grid. The number of the moving object is rando@wtnbuted in the room, the
number of observations M=40.As sho ngure 2, t bscissa axis represents the
horizontal position, the vertical axis repr osmon the red asterisk represents

the original location of the mobile termfinal/in th through the black circles represent
the position of MCL algori red afte termmal when the SNR = 15 dB.
Simulation results show thag%cv) inal o n and recovery location can completely
overlap when SNR = 15 dB, it préved t posed algorithm in the presence of noise

and still accurate recovery @I
&\

?O Figure 2. Localization Results of MCL
3.2.Re

construction Error Comparison of KNN, BP, KFCS and MCL

Figure 3 is reconstruction error comparison of KNN, BP, KFCS and MCL under different
noise level. Simulation results show that the proposed MCL method performs much better
than the other traditional methods, especially in the high noise environment.
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4, Summary

MCLIocalization algorithm converted wireless sensQr tWork jon into a
compressed sensing problem, transferred the main com i ral localization
server, reduced energy consumption and storage mpr ve eff|C|ency of the
localization system. MCL algorithm combined fllte ayesian compressed
sensing, make full use of the prior information_af signals to_i p e localization accuracy
and noise immunity. Simulation results show CL IotK Igorithm performance well

in n0|sy environment.
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