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Abstract
As competition of Chinese securities industry become inereasi @e customer
loyalty management has become the core elements of |se co ion. Combining

cross industry standard process for data m|n| ess model, flow
visualization, this article adopts the mining meth the key factors to
describe customer loyalty, and establishes cust =t on dlctlon model of two
dimensions, according to the model can effecti predlct to er loyalty degree, support
enterprise decision makers develop correspo@ retentlox tegies.

Keywords: Big Data, Customer Loy@ ta{&@

1. Introduction ‘%

At present, China’s securities 1idustry rs g an increasingly competitive environment.
On one hand, the business e of fi institutions related to capital market such as
banks, insurance, trust es to % on the other hand, with the improvement of
, Chmes ar et with wide development prospect will become the

investment corporations to compete, which further
exacerbated t etltlon (%m stic market. Foreign security companies have strong
financial stren bun nagement experience and extensive international marketing
network, which make th mestic security companies face more intense competition in
terms of talents, large @mers and financial innovation, etc. The two factors show that the
security companie d focus on the management and maintenance of their customers,
especially the management and maintenance of company’s large customers and customers
with high lo Therefore, the study of customer’s loyalty degree has been increasingly
emphasize

In e@s omer relationship management of security companies, how to use date mining
ted‘@? 0 excavate loyal customers to improve the decision support function of customer
relationShip management has become an important issue which the current security industry
faces. Larry’s study (2001) found that the cost required to maintain old customers is far less
than the cost of attracting new customers, and the longer the customer relationship is, the
more sales opportunities and corporate profits are. Thus, the customers of security companies,
especially the customers with high loyalty degree, are the key to the companies’ profitability
size, and are one of the company’s core competitiveness. Wouter Buckinx and Dirk Van den
Poel(2004) focused on the treatment of a company s most loyal customers in a non-
contractual setting and built a model in order to predict partial defection by loyal clients using
three classification techniques: Logistic regression, automatic relevance determination (ARD)
Neural Networks and Random Forests [1]. Lee, Eun Whan(2012) proposed a data mining
application in customer relationship management (CRM) for hospital inpatients and modeled
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the patterns of the loyal customers' medical services usage via a decision tree [2]. Wei, Jo-
Ting etc. (2013) combined self-organizing maps (SOM) and K-means methods to apply in
RFM (recency, frequency, and monetary) model for a hair salon in Taiwan to segment
customers and develop marketing strategies and identified four types of customers in this case,
including loyal customers, potential customers, new customers and lost customers and
developed unique marketing techniques help identify four types of customers in this case [3].
Xiao Shengling (2011) uses the clustering algorithm to study the supermarket’s customer
group, to propose the loyalty factor indicators to measure customer’s loyalty, to build loyalty
and profitable customer segmentation model, and to help corporate to accurately identify
different types of customer group [4]. Wang Wenxian (2012) builds the multi-level persenal
customer loyalty measurement indicator and evaluation model through RFM Mring
method to classify the customers into four groups: friends, barnacle, butter r%’ﬂranger.
The result shows that the personal customer loyalty evaluation mod@ effectively
ling\tht disty of customer’s
: fac sis and logistic
and pn&gﬁbcting the customer

the ¢ with bank conversion

distinguish the level of different customer’s loyalty, revea
loyalty [5]. Jia Ruiyue (2013) uses the two-stage mqd
regression to analyze the factors such as service
loyalty of Chinese commercial banks, which show

0

%

experience often have higher loyalty, for the b conversion 1 process for customers to
optimize the services and prices, and is the ini |mpr.ov en process of their satisfaction
[6].

The above research results indicate t stud stomer loyalty at home and abroad
becomes mature and also utilizes thﬁ‘g practlcal business management, but
from which we can see that curke here ar many deficiencies, for example, the
research on the customer on the sec mpany focuses on the classification and
evaluation of customer loyalty. From th S perspective, if you can use a more accurate
model to predict custome&ty, it \w@ a lot of costs for the corporate. Therefore, it is
necessary to establis er loyalty prediction model for the security industry, so that to
determine the custo alty as | as take effective customer management measures for

the corporate. Q \O

2. Background Knov&de

2.1. Customer Lo @ib

Kandamp believes that customer loyalty is the commitment and guarantee of
the corpor ustomers on the service quality. The commitment of corporate can be
transmﬂt&i@ough service personnel, and establishing long-term good relationship with
custe ill be able to win the loyalty and trust of customers. Selnes (1993) thinks that
cu loyalty is the intention of repurchasing a product or service purchased by the
customers before, which is the possibility scale of the future customer to repurchase the
product or service. Day (1969), Niek & Basu (1994) point out that only defining the customer
loyalty from the perspective of the behavior is not comprehensive and it should take
customer’s attitude trend into account. Dick and Basu (1994) think that real customer loyalty
should be the repeat purchase behavior with a clear attitude.

Customer loyalty is formed on the basis of customers’ past experience. Customer loyalty
contains both emotional attitude trend and the trend consciously and behaviorally. For the
corporate, customer loyalty not only needs the some aspects of emotional dependency,
behaviorally loyalty or conscious loyalty, but also needs customers to show loyalty to the
corporate on the above three aspects, so that it is able to bring high-profit customers to the
corporate, and such customers are the target customers the corporate really need, and are the
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real loyal customers. Specific features are: the repurchase intention of a customer towards a
product or service purchased before (repeat purchase behavior); they are not only willing to
buy a product or a service, but also willing to buy multiple products or services (cross
purchase); they are familiar with company’s products or services, so they will often
recommend the company’s products or services to others according to their preferences; they
have a certain immunity of wooing and temptation from their competitors and are able to
endure the company’s occasional mistakes and still remain their loyalty.

2.2. Data Mining
The data mining technology is concerned with the discovery and extraction“gf lafent

knowledge from a database (Chang et al., 2001). Many algorithms ar oped,
proposed and applied: the decision tree, clustering, sequence cluste i sociation
rule, Naive Bayes, regression, neural network, etc. [7]. Thesg tech ve become
more popular and been frequently used in real-w pllca ,) clustering and
decision tree are selected to further explain data mm;&ﬂlﬁp

2.3. Decision Tree and C5.0

Decision tree is popular and powerful @@\h clas } on and prediction [7]. A
decision tree is a classifier which ts recurs‘h‘ partition over the instance
space[10-11]. The attractiveness of trﬁ sed ds’is due largely to the fact that
decision tree represent rules (Ber ino . A decision tree is based on the
methodology of tree graphs a (én) e con \zd one of the more simple inductive
study methods (Quinlan, 19 3; Ru,ss Norving, 1995). Even if the user lacks
any statistical knowledge or she can deC|5|on tree to analyze specific behavior
and it can be converted les ea@{ wever, if it becomes too complicated or too
huge for decision- trlm me of its leaves or branches may become
necessary in order prove &«%ffectlveness Of all the calculative methods, ID3,
b993, Cheng 1998), CART (Breiman et al., 1984) and CHAID
(Magidson an munt, 2004) are the most well known.
gorithm for inducing classification rules in the form of
decision tree. As the ion of ID3 [13-14], the default criteria of choosing splitting
attributes in C5.0 | rmation gain ratio. Instead of using information gain as that in
ID3, information ratio avoids the bias of selecting attributes with many values.

3. Modeli \§VI’OCGSS

@s Understanding
%yalty forecast model is established through the existing basic customer information
and transaction data to forecast customer loyalty of the enterprise and provide the enterprise
with loyalty results of various levels, and effective maintenance measures are taken according
to the loyalty degree to improve the customer loyalty in a targeted way, so that the customers
can further use the enterprise's products or services.

3.2. Data Understanding

The original data are from 14783 pieces of information of securities companies in some
quarter in 2011, including 57 fields. Through statistical analysis, the transaction data of each
account opening year in some quarter in 2011, is as shown in Table 1.
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Table 1. Data Quantity of Each Account Opening Year in Some Quarter
between 1997 to 2011

Opening Year 1997 1998 1999 2006 2009 2010 2011

Data Quantity 5300 2424 1889 13 200 2434 2523

It can be seen from the table that the transaction data in each account opening year are not
balanced, in which the data quantity in 1997 was up to 5300, in 2011 was up to 2500 too, in
2006 was only 13, in 2009 was only 200. There is a great difference in the data quantity of
each year, such a large gap might have an adverse effect on the forecast of th us fner
loyalty model.

Before pre-processing the data, it is required to be familiar with the @en ify their

u
ie

quality problems, describe the data, generate data property report erstand the
significance or calculation formula of each field in the or ata. In@ Ids includes
the account opening date, Customer status, the beglnnl ing market value,
the total commission, total amount of transactlons age rno ending total assets,
accumulate assets, amount of profit or loss, pr los %ﬁumber of transactions,

t of commission, number

beginning total assets, ending total assets, turn rate, total a
of days of commission, times of commlssu)n erage’t& n amount.

3.3. Data Preparation

The main work in this stage is n the d Iable to research the customer loyalty
from the obtained data, and an and re§e propertles of these data, find out the key
factors influencing the cust onalt ocess the value of these properties, so that
they will meet the model |reme e algorithm.

3.3.1. Data Selecti g: en the omer state value is account cancelation, it means that
this customer has<geerriost an I less to the forecast, so the record with customer state

information or lack of fr, ion information are abandoned from the database, because

of account ca @. on is seg 0 be abandoned. Meanwhile, all data without transaction
these data are valueles% search the customer loyalty. At this time, the decrease of data

volume is 6345 rec@

3.3.2. Data}%gn ng: One of the important works in the data mining is the data
preprocessi mine the data more conveniently and effectively, it is required to provide
accurate&, standard and tidy data. But in the actual data collection, many data are not
tho nt and generally there will be noise, redundancy, data inconsistency and data loss
etc. easons for these situations might be the negligence in artificial entry or deletion by
mistake or the failure of machine and equipment. There still exist dirty data and noisy data in
the data initially processed by the above means. If these data are directly used without being
preprocessed, the model establishment and model forecast accuracy will be influenced, so it is
necessary to clean these data.

By auditing the original data, it can be found that many properties in the original data are
unnecessary, because the property values of these fields are basically missing, and are not
directly significant to the loyalty analysis. From the perspective of data mining, a lot of data
missing will directly influence the model analysis result. Therefore, the properties without
actual significance to the problem analysis can be directly eliminated. In this article, the fields
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with effective record less than and equal to 362 are filtered, and 33 properties are left are
filtration.

By observing the original data, it is found that some customers have one, two or three
transactions of onsite entrusting, online transaction entrusting and telephone entrusting. For a
securities company, any entrusting form of the customer can be accepted. Generally, the more
the entrusting frequency and entrusted amount are, the more the transactions facilitated and
the more the commission obtained by the security company will be. Now the onsite entrusting
amount, telephone entrusting amount and online transaction entrusting amount are
summarized and the three kinds of entrusting amounts are added to get the total entrusting
amount.

When the customer state is normal, the entrusting frequency, transaction frequen rder
cancelation frequency and customer data are selected as the analysis factors, scatter
diagram is used to analyze their internal relation, and it is found that the en@w frequency
and transaction frequency are of strong linear correlatlon V\m in Fi
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Similarly, ting fr and order cancelation frequency and transaction
frequency are'essed in same way, and it is found that there is a strong linear
correlation. There exists ong linear relation among the three, so two fields can be
eliminated and one re . There are only 2088 effective values in the order cancelation
frequency, 3355 e ive value for the transaction frequency and 3421 for the entrusting
frequency. In con tion of small standard deviation for the transaction frequency and that
transaction hﬁ; that commission can be brought to the securities company, so for
convenienc odeling, the field transaction frequency is selected.
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3.3% Conversion: Data conversion means to convert the data or unified into a format
avail for mining. Here, we divide the transaction frequency into four levels, A, B, C and
D, in which Level A represents that the transaction frequency is more than or equal to 0 and
less than or equal to 3. Level B represents that the transaction frequency is more than or equal
to 4 and less than or equal to 50. Level C represents that the transaction frequency is more
than or equal to 51 and less than or equal to 150. Level D represents that the transaction
frequency is more than or equal to 151.

The total entrusting amount is also divided into three levels (low, medium and high) in the
same manner, in which the low level represents that the total entrusting amount is less than or
equal to 10000, the medium level represents that the total entrusting amount is more than or
equal to 10000 and less than or equal to 4000000, the high level represents that the total
entrusting amount is more than 4000000.
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There must be an output field for the modeling, because no existing fields can be used as the
output field on behalf of the loyalty, a new field must be derived from other fields, here the
divided transaction frequency and total entrusting amount are taken as the fields to weigh the
loyalty of securities customers. The customer loyalty is reflected in behavioral loyalty and
attitude loyalty of the customers, the transaction frequency indicates that customers purchase
services in a securities company, the more frequent the transaction is, the more loyal the
customer behavior will be; the total entrusting amount represents that the customers rely on
the securities companies and are willing to be entrusted to them and reflects the customers’
attitude loyalty.

The transaction frequency has four levels, and total entrusting amount has thre evels, so
twelve results will be generated. We divide the customer loyalty into four state |ver
zero loyalty, invisible loyalty, inertial loyalty and high loyalty, as shown in f

Dependency level
#(total amount of com iss
Ivisible I—hgh x)
loyalty x

yl"rad.mg freq

ol @ (T].mesot.
Zero
loyalty C \@
Flgﬁ The L&ﬁllty Dimension

Zero onalty means t@me cu have few transactions and little rely on the
1

company’s productsxt% ces, s brining little commission to the broker. These
customers might w av %QS they dare not take a great risk because they have just

contacted the mvestme
Inertial loya eans
little on the products an

e customers have a high transaction frequency, but they rely
ices. They transact frequently because of inertia and they are
satisfied to the produ services to some extent, but do not concern the products or
services of the compgtitrs temporarily.

Invisible loyalt ans that some customers have a low transaction frequency, but actually
they rely oﬁ%,products or services greatly, just they are limited by some factors, for
example, t uence of their friends.

y means that customers do not only rely on the securities companies’ products

% to a large extent, but also have very frequent transactions.

tion for high loyalty is (level of transaction frequency="'C' and division level of total
entrusting amount ='high") or (level of transaction frequency='D' and division level of total
entrusting amount ='high’). Condition for Zero loyalty is (level of transaction frequency="A'
and division level of total entrusting amount ='low") or (level of transaction frequency='B' and
division level of total entrusting amount ='low'). Condition for Inertial loyalty is (level of
transaction frequency='A" and division level of total entrusting amount ='medium’) or (level
of transaction frequency="B' and division level of total entrusting amount ='medium’) or (level
of transaction frequency="A" and division level of total entrusting amount ='high') or (level of
transaction frequency='"B' and division level of total entrusting amount ="' high ). The
conditions for the invisible loyalty are the remaining situations.

The whole process for the data preprocessing is as shown in the Figure 3 and Figure 4.
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3.4. Prediction Model of Customer Lo

We divide the preprocessed data 5re %:%Gtal) into two parts: training set and
test set, respectively accounting f fthe t%'

First, the training set is sel for mople the C5.0 rule set and decision-making tree
were used to forecast the lost.gustomers, In recast result of the rule set model, each node
is a rule consisting of the of var@ables or the value ranges, and each data can be
distributed to leaf n ing en% ue of different forecast variables. The input fields

—b—i 5C)]

are the total Comm the av turnover, total assets at the end, accumulated assets,
accumulate as e |t or los times of commission. number of days of commission
and turnover The i ieId is the loyalty dimension. Here the loyalty dimension is
taken as the output fiel e the loyalty dimension is determined through the level of
transaction volume an evel of total entrusting amount, and the level of transaction times
and level of total ing amount are classified through the transaction times and total
entrusting amount, n the process of modeling, it is no need for the transaction times, total
entrusting aﬁ%m, level of transaction times and level of total entrusting amount to

participate @ modeling.

3.4 active Verification: the sample data are divided into 10 equal data randomly on
average; 10 models are established respectively, and the error is the average value of 10

models in the remaining 1/10 samples. The forecast result is the multi-model voting result.
The 10 models in the decision-making tree model has an average forecast precision of 94.7,
standard deviation of the forecast precision is 0.3 and there 3227 training data participating in
the modeling, with an analysis accuracy up to 95.507%.

3.4.2. C5.0 Data Stream: The training set and test set is separated, C5.0 model data stream is
generated, as shown in Figure 5.
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3.4.3. Results: The analysis result of C5.0 decisi g tr ayed in the graphic
form of texts and decision-making trees, and the det resul plained as follows.
Class I zero loyalty: if the total commissio@;s than or.equat to 15.860 (1784 samples),

Tahle

Figure 5. Modeling Proﬁé)

and the average transaction amount is less or eq 203(1724 samples), then the
customers are zero-loyalty customers gg’ onfide eff|C|ent of 0.999. If the total
commission is less than or equal to 0(17. Ies) and the average transaction
amount is more than 6203(60 sa d less equal to 10332.809(38 samples), then
the customers are zero- onaltym&O Wlth confidence coefficient of 0.711.

Class 2 inertial loyalty: if the total cd |on is less than or equal to 15.860 (1784
samples), and the average t actlon is more than 10332.809(22 samples), then the
customers are inertial e rs Wlth ence coefficient of 1.0.

If the total comml s more n 15.860 (1443 samples), and the average transaction

74 samples), then the customers are inertial-loyalty

amount is less equal

customers, wnﬁ ence coeftieient of 0.929. If the total commission is more than 15.860
(1443 samples Ies 49.320(50 samples), and the average transaction amount is
more than 61(3695amp en the customers are inertial-loyalty customers, with confidence

coefficient of 0.62. '&

Q)Q
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loyalty dimension

H Mod H
i _Class =% n |
| Inertial 23.630 1082

M Invisible T.530 243

W Fero 56.554 1825
= High 2.386 77
Total 100.000 3227 |;

T
The total Cammission

r 1
== 15860 = 146860
I |

Mode1 Mode 6
Class % n _Clags "%  n
Inertial 1.862 35 Inertial TZ.557 1047
o |rnvigible 0.000 ful M |nvisible 16840 243
W Fero 98.038 1743 W Fero 5267 7B
m High 0.000 il m High 5336 77
Tatal 55.284 1784 Total 44716 1443
T =l T =l
The aver?ge turnover Times of cgmmission
== 52{33 ooo = EZDIIB ooo “= 5?' o000 = 51:nnn ®
Class 77 % n class "9 % n class "°%%% n class 2% %
Inertial 0116 2 Inertial  55.000 33 Inertial  92.924 998 Inertial 13279 43
™ |nvisible  0.000 o ™ |nvisible  0.000 o M |nwisible 0279 3 m Invisible 5041
W Fero 99884 1722 | |M Zero 45000 27| | Zero 6797 73| |m Zero
m High 0000 0| |m High 0.000 0| (™ High 0.000 0 m High
Total 53424 1724 Total 1.858 B0 Total 33.282 1973\ @Total
The averlage turnnvelr: The tota
== 10332.808 - 10332809 == 204304 20479
Mode 4 Mode 5 5 W
Class % n Class % n Clagds n Class % n
Inertial 285947 11 Inertial 100.000 22 Ineffial 18548 46 nertid) . 2478 3
= nvisible  0.000 0| |™ irwisible 0.000 of [® Imis 032 1969 sifle 35.364 44
W Fero 71053 27| |M Zero 0.000 o| |m Zero 1.210 3 0.000 ]
= High 0.000 o| [m High 0.000 i igh B1.157 74
Total 1478 38 Total 0.682 3750 121
“= 24:9 320 - 6877810
Class MO9= R n LT .
Inertial  B2.000 31 Inertial 0.000 o
M |nvigible 32000 16 B Invisible  0.000 1]
W Fero 6.000 3 = Fero 0.000 o
= High | p.ooo o A = High 100.000 46
Total 1.548 50 Tatal 1.425 48
ALY e ks rmon
The average turnover
@ 95,250 = 40598.250
15
° CI@:SSNDde 3 n
Inertial 0.000 o Inertial 8.571 3
W Invisible 85000 34| (M Invisible 22571 10
W Fero 0.000 o W Fero 0.000 o
= High 15.000 5| |m High 62.857 22
Q Tatal 1.240 40 Tatal 1085 35
@#e 6. The Decision Tree Mode
Class 3 invisible . If the total commission is more than 249.320 (198 samples) and
less than 2047.94 samples), then the customers are invisible -loyalty customers, with

confidence
and less tha
to 4059
confiden

icient of 0.909. If the total commission is more than 249.320 (198 samples)
.910(75 samples), and the average transaction amount is less than or equal
40 samples), then the customers are invisible -loyalty customers, with
oefficient of 0.85.
high loyalty: If the total commission is more than 2047.940(121 samples) and less

than 5877.910(75 samples) and the average transaction amount is more than 40598.250(35
samples), then the customers are high -loyalty customers, with confidence coefficient of
0.629.

It can be seen from the above analysis result that most of the forecasts have a relatively
high confidence coefficient.

The decision tree model is as shown in Figure 6.

4. Evaluation of the Model

To judge whether the model mined with data mining technology are reasonable and
accurate and can adapt to the actual demand of the enterprises, it is surely needed to evaluate
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the model. Furthermore, in the process of C5.0 model establishment, the training set is based
from modeling to trimming, and the evaluation accuracy on the test set directly influence the
modeling success. So it is needed to use the partitioned data set to evaluate and analyze the
model established.

4.1. Analysis on Model Test Result

The fields $C-loyalty dimension and $CC-loyalty dimension are newly added in the table,
respectively representing the forecast value and forecast confidence coefficient of each record,
and the records of some fields and data are selected, is as shown in Table 2.

Table 2. Predicted Results of Training Sets /\)
9 Oy

NO [ Coll Col2 Col3 [ .. [ Col(n2) Col (F)A, Y Col(n)
1 p )
38322.23 148034.9 6 high |0M highNoyalty 0.94
2 L 4
28983.89 | 12517.87 65 | .. @oyalty‘4\ hidh loyalty 0.94
3 ) Y
8645.34 14347.78 52 | ... AC\pighloyalty % high loyalty 0.94
4 o Y °
8188.38 41099.38 48 A\C, high‘loy}; high loyalty 0.94
5 PR
10 1504.5 ) Vel (\eq yalty zero loyalty 0.997
6 AT Yy
10 2381.5 1 ero loyalty zero loyalty 0.997
7 é?
7.9 9880 ) INAN zero loyalty zero loyalty 0.667
-
. ) : ~\y . . .
- R
3221 Yy
36.23 = 09.14N\ inertial loyalty inertial loyalty 0.927
3222 4 hd
35.6&/’ Q) 4 inertial loyalty inertial loyalty 0.927
3223 o
28.86 4 1 inertial loyalty inertial loyalty 0.927
3224
2187.79 Al Q4695.26 22 invisible loyalty |  High loyalty 0.589
3225 Y
40 27898.67 32 high loyalty invisible loyalty 0.795
3226
(308735 10146.16 25 invisible loyalty | invisible loyalty | 0.896
*Co. me means : Coll means the total commission , Col2 means the average transaction amount, Col3 means Number of
days 0 mission, Col(n-2) means Original loyalty dimension, Col(n-1) means Predicted $C-loyalty dimension Col(n) means
Confidence of $CC-loyalty dimension.

It can be seen from the forecast result that the confidence coefficient is relatively high
generally, but there is also deviation in a few forecast results, for example, the customer
No0.3224 is of invisible loyalty, but the forecast result is high loyalty, with confidence
coefficient of only 0. 589744; the customer No0.3225 is of high loyalty, but the forecast result
is invisible loyalty, with confidence coefficient of 0. 795455.

In comparison of data of customer No.1 with those of customer No.2, the forecast is high
loyalty, with a large transaction volume each time and relatively large difference of entrusting
days, and these customers will bring more total commissions to the company, indicating that
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even for customers of the same level, there will be different values for the securities
companies.

In comparison of the data of No.2 and N0.3226, although the average transaction volume
of the two is more or less, No.2 is a high-loyalty customer, while No. 3226 is invisible-loyalty
customer and the customer No.2 contributes total commission to the securities companies far
more than customer No. 3226. Although the average transaction volume of the two customers
is more or less, the customers with high loyalty to the companies are more valuable than those
with low loyalty, and the customers of higher loyalty will bring more profits to the securities
companies. Therefore, for the securities companies, it is required to strengthen the
management and maintenance of high-loyalty customers and give them more enco agement
S0 as to make them maintain a high loyalty. The companies should take individ eting
to draw the attention of customers, enhance their reliance on the securltleic;%aﬂes and

strive to transform them into high-loyalty customers.

test set samples are
sis intuitively reflects
Table 4.

4.2. The Assessment Results Result

The accuracy and error rate of the forecast res:@_rI inin
counted respectively, and as an evaluation result, t par QVI

the accuracy and predictability of the model, is own in T

Table 3. Partltlone&sglstlca(ﬁlnmg data)

State er @omer percentage
correct \3 308 95.51%
error _ A5 4.49%
Total ‘\[\Y3227 100%

208 s es in the test sample set, in which 3030 samples are
forecasted corre AN W with an accuracy of 94.45% and error rate 5.55%,
indicating that a higher accuracy in forecast of the customer loyalty, and can

be used to forecast the Io@ nd loyalty degree of the customers within a certain period in

the future. (b

le 4. Partitioned Statistics (Testing Data)

For example, there r

A
%’ State Number of Customer | percentage
Q) correct 3030 94.45%
@ error 178 5.55%
Total 3208 100%

Table 5 is the coincidence matrix of $C-customer state, the line in the table represents the
actual value, column represents the forecast value, and the content in each cell is the record
number of the model. The variable actually is the customers of inertial loyalty, and there are
1034 records in which the customers forecasted to be inertial customers. For the inertial
customers actually, there are 18 records in which the customers are forecasted to be invisible-
loyalty customers, 20 records in which the customers are forecasted to be of zero loyalty and
3 high loyalty, indicating that the model has a relatively high forecast accuracy.
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Table 5. The Coincidence Matrix of $C- the Loyalty Dimension

Testing inertial loyalty | invisible loyalty | zero loyalty | high loyalty
inertial loyalty 1051 15 13 3
invisible loyalty 19 214 0 10
zero loyalty 76 0 1749 0
high loyalty 0 9 0 68

The confidence coefficient value of the $CC-loyalty shows the evaluation result of the
forecast confidence coefficient o the forecast test set, and the result reflects that th odel is
tested to have a higher accurate in the training set. In the repeated test, t co ence
coefficient of the model is also relatively high, and the forecast ability is rel cellent,
so this model is relatively reliable.

According to the above analysis, this model has goo caSt ab
forecasted through deployment and according to the

the model is
he rule set and

decision-making tree. Classification results are as s able 7
Table 6. Classification Ta usto yalty
classification | zero loyalty iner.tiahb?!rfty ‘Imf-@ﬂale loyalty [ high loyalty
sample size 1762 N2e . Y 238 81
percentage 54.6% AL 3B5% . N 7.4% 2.5%
\NZ Yy

In the first class of zero Ieﬁ&r customers, the sample size is 1762, and the Class IV
customers are the most, accounting for 54.3?@ the total number, but such customers have a
relatively small transactio @rﬁquency, ess transaction volume, they bring very few
commissions to the m@ and are M 0 significant for the customers, because although
they have a great numigefythey do understand the securities industry too much, have less
experience, infreque ansacmgm g relatively few profits to the companies and the time
and cost cons account for a large proportion. The companies should
consider them geénerally, %{ unnecessary to spend too much time and cost on them.

The second class of.j al loyalty customers, the sample size is 1146, accounting for
35.5% of the total n , have a great number and have very frequent transaction, but the
total entrusting amoupt; entrusting frequency and das are fewer, indicating that the do not

have relianc the*customers and there is a large gap in the commissions they bring to the
companies. ansaction is frequent because of inertia. Such customers are easiest to be
strived f he competitors, so the companies should do a lot of work to retain them, for

exampleNintrease the differentiation of products or services, and for the individual investors,
est% different individual financing plans for the customers to select; the companies
should’actively investigate and research the enterprises, and for different enterprises, pack the
stock transaction, acquisition of new stocks and reacquisition of national debts according to
different fund scales and investment concepts, establish feasible investment analysis report
for tem, and then introduce them to select, so that they will feel that the companies serve them
meticulously, so as to increase their reliance on the companies.

The third class of invisible loyalty customers, the sample size is 238, accounting for 7.4%,
are fewer in number, although they do not have a frequent transaction, they have frequent
entrusting, with large transaction volume each time, have strong reliance on the companies
and bring very great commissions to the companies. They do not have a frequent transaction
because they might be influenced by some environmental factors, for these customers, the
companies should find out the factors influencing the customers’ transaction frequency, for
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example, in any business outlet of the companies, any problem of the customers can be solved
professionally, whether by the employees of the outlet or by other approaches. Of course, it
requires to have a professional training on all employees of the companies, refine the business
and promote the marketing knowledge and effectively solve the customers’ problems. The
companies should improve the customers’ satisfaction, increase their transaction frequency
and make efforts to transform such customers into high-loyalty customers.

The fourth class of zero loyalty customers, the sample size is 81, accounting for 2.5%, are
extremely few in number, but they have more frequent entrusting, with a large transaction
amount each time, and they bring the most commissions to the companies, being the main
source of the companies’ profit, with a great value. The companies should fully capicern and
award such customer, for example, the brokers should establish detailed cust isiting
plans according to the customer information selected, organize professional %mfor and
to provide continuous consultation services according to the specific con ti f different
customers, so as to maintain their loyalty. ﬁ

5. Conclusions Q

Based on existing customer transaction data reteted to&p urities industry and in
combination with multi-industry data mining rd procedure¥process model and thought
of flow visualization, an effective judgment de in th Ject onto customer loyalty by
establishing a decision-making tree pre model omer loyalty. Moreover, timely
adjustments are made for enterprises dln et changes. Relevant measures are
taken according to customer on mg th%'(a prises to maintain customer relations
more easily, so as to save cons' Ie costs and in profits as well.

As one of important means used by s@les traders to win customers, the security
customer loyalty predicti %pdel is relatively complicated model. This model is
established based on @ t%iprehensiv erstanding of the securities industry and basic
knowledge about dat aing. With\continuous development of the securities industry and
data mining techologies, new\@ ents will be also proposed for the prediction model.

‘ essary fo continuously explore for new demands and develop new
mining methods; akmg%’ diction model more precise.
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