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Abstract Y’

According to the error approximation problem the s seserv ctions (SPP)
reconstruct the original sample. This paper proposes t&g rlthm%}d on orthogonal
sparse preserving projections of kernel. In order to repr n coefficients that
contain more identification information by kern@t od, d samples to high-
dimensional feature space to. Then, reconstructi spars& cient of kernel sparse
representation increase the similar non neighb?ample hty"and reduce heterogeneous
neighbor sample weight. Finally, the whole onal co nt transformation improve the
ability of sparse retain sample. The algarithm experiments Were carried out on the YALE_B
and ORL face database, and the recogglfh nra ?&k d 96.3%, and the results verify the

effectiveness and robustness of thfa@y m.

Keywords: kernel methods,™\sparse serving projections; sparse coefficients
representation; orthogonal traint t ation

1. Introduction \a

Face recognitio xhallmoblem in the field of multidisciplinary field, it covers
re

the image pro'7 attern ifion, computer vision, psychology and other fields, and
it is widely usethin atlo c r|ty, military with an important theoretical research value and
broad application prospec

The advantages an vantages of face recognition algorithm mainly depend on the face
feature extractlon'éc assification method. In face feature extraction and classification
method, the learning method is used more widely. Classic subspace learning
methods chb%.Prmmpal Component Analysis (PCA) and Linear Discriminant Analysis
method (L /Many scholars have improved the subspace algorithm and obtained some
achi S. In recent years, the manifold learning method has become a hot research
ob% unsupervised algorithm existing problems on the choice of neighbor sample size.
Local Preserving Projections (LPP)[1] , neighborhood Preserving Embedding (NPE)[2] and
other methods as a linear improvement, it retain the local structure of image better through the
adjacency graph matrix and will projection face to manifold structure to reflect the nature,
achieved good results. A growing number of manifold learning method [3-4] constantly
emerging, although these algorithms make full use of the local structure of sample
information, but it is not strong robustness under the factors such as illumination, expression,
posture. Therefore scholars proposed a classification method based on Sparse Representation
(SRC)[5], using image constitute a complete dictionary of training sample set, and then use
the dictionary to Sparse Representation of unknown test samples, so as to estimate the test
sample category. The SRC method has good robustness, especially for image with shade, the
recognition rate is superior to other algorithms. Recently Sparsity Preserving Projections
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(SPP)[6] is proposed, it sparse reconstruction data through sparse representation, not only
using the natural discriminant ability of sparse representation effectively, but also reducing
the difficulty of neighbor parameter selection. However, SPP is a completely unsupervised
algorithm, if you can't make good use of the local structure information of same sample and
heterogeneous samples, sparse reconstruction sample easily lead to sample error
approximation, recognition rate decline.

For the above problems, based on SPP and other algorithms [7-10], this paper proposes a
face recognition algorithm based on orthogonal sparse preserving projections of kernel,
through kernel mapping method [11-12] to get a more effective coefficient of sparse
representation, updating homogeneous and heterogeneous sample weights en
reconstructing coefficients, orthogonal constraint transformation to the whole Mhe
sample error approximation, so that improving the recognition rate. v

2. Sparse Preserving Projections

The purpose of SPP algorithm is to reserve the sp uc |0nal of data. The
projection matrix has invariance about data rotatlo ho SPP is unsupervised
method, but it contains identifying information. \g

SPP weight matrix is based on the improved ework of sparse representation. {x,3}; isa
set of training samples and x, ¢ R" rix of thegaining sample set is expressed

asX =[x,,x,,...x,]e R"". We hope to& nstru \N}thh less samples as possible. First of
all, get x, by minimizing the m@) norm, rse reconstruction weight vectors, .

s; ll;
\'x = Xs,
Q QQ‘ .
\ 0,s =.1" is a n dimension sparse representation vector, the

Among, s, =[s Q
value of s, is k& sure x,_arésemoved from the data set x , s, (j = i) is the contribution

that reconstruct x, with e x,; eeR" represents a column vector that all elements are

1. Similarly, due to t ébesence of noise and sample observations error, we need to loosen
constraints x, = X t the following constrained optimization problem.

A 1 min ||'s, ||,
O st. || Xs—x|[,<¢
O 1=eTsi

Ive the weight vector s of each x, , i=1,2,.,n . Therefore, the coefficients
reconstruction matrix s is:
S =[s,,8,,..., s ]
Sparse matrix s reflects the inherent sparse relations characteristics between the data, and
it contains natural identification information. In order to make the original high-dimensional
space relationship of the sparse features can be preserved in low dimensional space, so the
objective function of sparse preserving projection can be expressed as:

n
. T T 2
mW'nZ”W X, —w Xs, ||

i=1
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st ow XX 'w=1

Finally, using simple linear algebra plan, the optimization problem can be solved by the
following generalized eigenvalue problem solving:

XS, X 'w=AXX"w
Among, s, =s+s’ -s's, the optimal projection matrix is the d largest eigenvalues of

(XX ") "(xs,x ") corresponding to the eigenvector.

3. Orthogonal Sparse Preserving Projections of Kernel ‘\)’

The face samples mapped to high-dimensional feature space by kernel et%?%o as to
change the distribution of samples. It can map some of the data samples in@r inal space
linear inseparable to high-dimensional feature space to begomg\lifearly ge e by selecting
a proper kernel function, and makes the coefficient sr pre enta of data sample
contains more identification information, more acc ; Sparse re tation by the same
kind of the rest sample. Thus, the algorithm uses k etho sample data to a high
dimensional feature space and sparse preserving projection flrs%?v

le

Assuming sample category is M aining iS A=[A.A,....A, 1,

among A, =[a,,, ,a,]e R™, and k umber Xmmg samples for each category,
A nonlinear mapped to high- dlme I fe ce by kernel transformation ¢ |,

X =[4(x,) 6(x,)0 8 (X, )1, % is d|V|de \a X =[X,,X,,.. X, 1, it is the training

sample matrix after nonlinear ma|

In order to reflect more effective ide i i information for human face classification in
the process of sample. econstruction, strengthen the similar sample reconstruction
weight, and reduce neous % s reconstruction weight, we optimize coefficients

for sparse reconstr
First, streng e local haracteristics between similar data by solving the least
squares.

@J min || x, - X t]], (D)
(b st. It=1
Among, t = [El,tz,'&1,o,t”1,...,tk]T , the j th component of t is set to 0, the sample x, is

removed fr sample set x ., 1 represents a row vector that all elements are 1, we can get
the opti (Qution £ by formula (1), £ « R*. It is the reconstruction weight of the similar
weight information is invariant to rotation, translation, scale features, this method

can beymore approximate to test samples, the error is smaller.
While guarantee the similar reconstruction error minimization, we need to consider the
effect of heterogeneous samples for refactoring, therefore, we should reduce the

reconstruction weight of the heterogeneous sample.  will be extended to n
componenth =[0,...,0,f,0,....0]e R".

Assuming er = x, - X { = x, - Xh , it is face samples residual after the same sample sparse

reconstruction, and sparse reconstruction in heterogeneous data sets:
min ||s | )

st. |ler— )€s||< £
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Is=0
The constraint condition s = 0 is linear, s can be linear programed into s =s* - s, and
satisfy the following conditions.

-s, 0
S+:<[s, s>0]}1 s':{( s, s< ]} @)
[0, s<0] [0, 520

Isll,=3 Is1=3 IsI=3 (s +s;),andformula (2) can be changed as follow.
min > (s +5s;) (4

+ -
s'.s

st Jler—[X,—-X[s".s 1 < e

[1,-1][s",s 1 =0 Y’

According to formula (4), the optimal solution $ is obtained, s = [s,, @Sl ..... s, 1,

§ is the reconstruction weight of the heterogeneous samﬁ&éye wiII@)e reconstruction

coefficient together to get final reconstruction m@y =$+ ﬁ%}..,s‘,l,f,s}l ..... S
=1, AL = j =

D =[d,,...d,]. According to the constraint conditi Xr 01d=1.

As a result, the sparse reconstruction wei rOJectlo still be able to keep the
rotation, translation, scale invariant featur ments made similar sample
coefficient is bigger, coefficient of heterg&s sam d to be 0. In order to retain the
sparse reconstruction relationship bet the ample in transformation space, in
projection space minimum erro& funct|

min X, =V Xdi||2 ) (5)

<
Q Sr‘ vixXxTv=1
one ‘7%

@nlnv X(IfoD + DD’ )Xv
: st. v XX'v=1
Minimization pﬁ@m can be equivalent to maximization problem:

vTXSﬁXTv
max ————
Q v v XX v

s, =s+8' -s's . The optimal solution is the eigenvectors corresponding to

Simplify th%}@

(xx "y (xs,x ") . Because it is a symmetric matrix, the corresponding feature vector is not

orthogonal, we will replace the original constraint conditions v’ xx 'v=1 with v'v=1,
optimization problem is converted into:
max v' X Sﬁ X"y

st. viv=1l
Using the lagrange multiplier method to solve, we get optimal solution space of orthogonal
sparse preserving projection as a whole, that is eigenvectors corresponding to d maximum

eigenvalue of symmetric matrices xs, x " . This improvement not only ensures that projection
vectors are orthogonal in the space, but also improve the ability of sparse reconstruction.
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The specific algorithm process is shown in Figure 1.
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s effective and feasible, we do an experiment

he classifier. We randomly selected the training

LE%ace database, using matlab2010 test platform, and

et the mean as the recognition rate by multiple
same time, selecting different kernel function and

e algorithm.

he ORL Face Database

database contains 40 objects of different age, different gender and
. It consists of 400 different facial expressions, shade, posture, angle of

armg KODSPE algorithm and SPP, KSPP algorithm, so as

ar mage information, each object has 10 images, 92 x 112 pixels image. As
sh Figure 2

Figure 2. Images in the ORL Face Database

First, validation KODSPE algorithm with the selection of kernel function and
parameters, we selected 5 face image from each face set of ORL face database that
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contains 10 face image as the training sample set randomly, the training sample set is
composed of 200 face images, other facial image of the database as a test sample set.
As shown in Figure 3, it is the effects of kernel parameters on the face recognition rate,
when we selected Gauss kernel and polynomial kernel as the nonlinear mapping
respectively. The parameter of the Gauss kernel as t, polynomial parameter is d, as
shown in Figure 4, when the Gaussian kernel function is selected, the optimal parameter
is 5. When polynomial kernel function is selected, the optimal parameter is 2.

10
—=—Gaugs Kernel | @
109 f —e— PolynOigial Kehnel
| N

—=—SPP
—e—KSPP
—4— KODSPE

ecognition Rate

Recognition Rate

N Q °5. RO
The Training Sample Number .,\O \ The Kernel Parameter
Figure 3. Different Methods,&% &e 4. Recognition Rates with

Recognition Rate on OR F@ ernel Parameter Changes
Database

Then, using the optimal<kernel para ce;fpcompared KODSPE with SPP, KSPP by
experimental analysis. W se a @number of face image as the training sample
experiment, respecti 1y\é own in Fiyure 4, this is the contrast figure that the recognition
rate of three algori\ﬁh@ han ed«%h the number of training samples in the ORL face
database. As '&( Table n be seen as the training sample number increases,
recognition ra higher, @ in the same case KODSPE algorithm is superior to other
algorithm. 6'

Table 1. Diffe@ining Sample Recognition Rate on ORL Face Database

A ©SPpP KSPP KODSPE(polynomial) KODPSE(gauss)
T *f' 82.3 84.7 87.8 87.4
86.7 88.5 92.6 92.0

Q? T3(5) 91.0 92.4 94.6 93.8
arameters / t=5 d=2 t=5

4.2. Experimental on YALE_B Face Database

YALE_B face database contains 10 people, each one has 64 pieces, a total of 640 images,
its posture and illumination change images that were collected under the strictly controlled
condition, so it is good to analysis the problem of illumination and posture, as shown in
Figure 5.
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Figure 5. Images in the YALE_B face Database

Using the same methods to experimental analysis on the YALE B database, each face set
of in the YALE_B face database contains 64 face images, we selected 20 face image as the
training sample from each face set randomly, the others as test sample set. Throﬁgh ?mny
experimental comparison and analysis on the YALE_B face database, we foundithatgptimal
polynomial kernel parameter d is 2, Gaussian kernel parameter is 2. then, doi d%ﬁ(parative
experiments to the different algorithms according to the optigal kernel s, Figure 6

shows that is recognition rate change with the training s nUmbe ALE B face
database, and as training sample number increase,the recgg es, and selecting
fewer facial image as the training sample set, you rre |t|on rate compared
with other algorithms, the KODSPE algorithm ha er eff s and robustness. We
selected 10, 15, 20 training samples from eachsface databas experlment many times

randomly, as shown in Table 2, it is the re itfon rate ifferent algorithms under the
corresponding training sample. When selecti 0 training ples randomly, the recognition

rate of KODSPE algorithm reaches 96 the _B face database. As a whole, the
aSr abase is superior to the ORL face

recognition rate of algorithm
influence of illumination and posture.

on_th &’g?
database, it shows that algorit Q ter adap
Table 2. Different Trainlg Samplf\?@nition Rate on YALE_B face Database

°® KODSPE(polynomial) KODPSE(gauss)

T.(10) Aﬁ 88.5 91.3 90.8
T(15) Q 91.6 93.2 93.7 92.4
T4(20) %Q) 945 96.3 95.6

Parameters t=2 d=2 t=2
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Figure 6. Different Methods Recognition Rate on the YALE_B face Database
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5. Conclusion

This paper proposes the algorithms based on orthogonal sparse preserving projections of
kernel (KODSPE). The algorithm used that kernel method has better linear separability in
high dimensional feature space, it makes some of the inseparable data in the original space to
be separable in higher dimensional linear space, and the coefficient of sparse representation
contains more identification information, so as to classify and extract feature better. At the
same time, reconstructing the weight of sparse coefficient can approach to the similar samples
furthest, eliminate the interference of pseudo class, and overcome the problem of lack of
category information, because the training sample is not enough. Finally orthogonal
constraint transformation to the whole makes the sparse preserving projection mat&yssify
better.

Experimental results show that KODSPE algorithm has good recogpniti t on ORL
and YALE_B face database, it not only has a better recognitioh rate an ibiity compared
with the traditional algorithm, but also has a very good ap n pro .
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