International Journal of Multimedia and Ubiquitous Engineering
Vol. 9, No. 10 (2014), pp. 109-120
http://dx.doi.org/10.14257/ijmue.2014.9.10.11

Working Set Model for a Shared Multimedia Content in Content
Centric Networks

Seung-Seok Kang', Longzhe Han? and Matt W. Mutka®

!Department of Computer Science, Seoul Women ’s University,
Seoul, Korea
2School of Information Engineering, Nanchang Institute of Technolo
Nanchang 330099, China
*Department of Computer Science and Engineering, Michigan Sta@ S|ty,

East Lansing, Michigan, US
'msukang@swu.ac.kr, 2lzhan@nit.edu. cn a@cs@edu

Abstracl{ >
Content Centric Network (CCN) is proposedyto auhtate#b? multicast services. The
special attributes of the CCN are the named- heme, receiver-initiated transmission, in-
network caching, and support of multlcas i he CCN has three main components:
Content Store (CS), Pending Interest T, @(erardmg Information Base (FIB).
Among the components, the content ache %g rtion of content expecting to reuse
the content in near future by o Qerk This p escrlbes that when CCN nodes reserve
a reasonable amount of the con tore me

network provides stable tra

for the shared content of multiple users, the
ce due to in-network caching and multicast
transmission. On the ¢on des do not reserve a proper amount of content
store space for the s ntent, it restlts in degrading the transmission performance. The
simulation results i that,it j ter to employ a FIFO-based replacement algorithm for
a shared conte %an toch age-based algorithms such as LRU and LFU.

Keywords: ent@ etwork, Content Store, Multimedia Transmission, In-Network

Caching, Working Set

1 Introductlor@

Content search and its distribution is one of the growing service areas in the Internet.
Especially, of the popular Internet service areas include real-time on air broadcast,
video o nd, multimedia streaming, and video conferencing. According to the Cisco
Vis orking Index (VNI), 80% of the total Internet traffic comes from P2P and video
stré%n 2011. In addition, 34% of the Internet traffic is carried by the content delivery
network (CDN) in 2012 and the portion will be expected to increase up to 51% in 2017. The
Internet users more like to know what kinds of content provided by the Internet rather than
where the content is stored.

Content Centric Network (CCN) is a new communication paradigm proposed by Palo Alto
Research Center Incorporated (PARC) and shifts the traditional end-to-end perspective to a
content-oriented model, thereby creating opportunities to facilitate video transmission in the
future Internet [1, 2]. Existing Internet service uses a client-server model in which a client
specifies the server address in order to receive content from the server. CDN is one of the
popularly used service networks and is one of the interesting research topics [3]. CDN
consists of a large distributed system of servers deployed in multiple data centers across the
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Internet and serves content to end-users with high availability and high performance.
However, CDN still keeps the end-to-end communication. In CCN, the receiver initiates data
transmission by sending data request packet, called interest packet, which contains a content
name specifying a uniform resource identifier (URI). Any CCN node including the content
server that receives the interest packet and holds the matched data, it will transmit the
corresponding data packet to the receiver.

The key features of CCN are its named-data scheme, in-network caching, receiver-driven
transmission, and support of multicasting. Named data is the unified and essential element of
CCN’s architecture. In order to decouple the data from where it is stored, data is identified,
disseminated, retrieved and routed completely based on name. Every CCN nodeds a Ie to
cache data in its local storage to satisfy upcoming data requests from other nod
node maintains three components: content store (CS) for caching data e%?p
interest table (PIT) for storing interest packet information, and forwardin t
(FIB) for maintaining routing information towards contents e(s)

A CCN node stores data into the content store based e xp ctat hat some clients
will request the cached data in near future. If many us hare the e video streaming
or video conferencing stream, caching the shared cap by th dlate CCN nodes help

en the&} store is full and a new

improving the transmission performance. Usually, wr
data element has to be inserted, a replacemﬁﬁmrithm cts a victim to replace with a
new data. However, if each client starts re g the shal ntent at slightly different time
or there is a network delay between % suff i ontent store memory space for the

endmg
ation base

shared flow results in degrading the ssio ance. By reserving a proper amount
of memory space for a shared f e conte e the cached content will be delivered
efficiently. This is similar for peratlng te to allocate a proper working set size of
memory to each process. If the working s t is not large enough, it causes an unexpected
large number of page | fau is pa K@(}duces a necessity of applying the working set
model to manage th 0\ store f red content flow in order to improve transmission
performance. ex %

The remain is pape rganized as follows. Section 2 describes related work.
Section 3 expl e detail CCN and the working set model in the content store. Section
4 illustrates the smulatio@gnalyzes the experimental results. Finally, section 5 concludes

this paper. (b
2. Related Wof&
Working del [4] was introduced by Peter Denning who wrote his dissertation about

the locali he main memory usage pattern. According to the model, each process accesses
onl nbart of the main memory in some specific time interval. In a paging system, if an
op@ system allocates smaller number of pages to a process than the working set size, the
process suffers from frequent page faults and experiences the degradation of the execution
performance. The solution of the problem is to give a little larger number of pages than the
working set size.

Paging algorithm [5, 6] employed the working set model to assign a proper number of
pages to each process. The model was applied for a file server to prefetch files based on each
application’s file working set detected by the file usage pattern [7]. P2P file backup system
[8] was built based on the file working set. When a thread is migrated and restarted, the
working set size of cache memory is prefetched in order to improve execution performance
[9].

In-network caching allows intermediate CCN nodes to store popular content in the content
store, and to share the content with other clients to enhance the content delivery performance
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over the CCN. CodingCache [10] employs network coding and random forwarding to deliver
content over diverse routes, which improves the network caching performance. When the
CCN nodes give priority to each data in the content store while performing caching and
forwarding content, it improves the cache hit ratio [11]. In [12], content is not cached in all
CCN nodes of a route from the source to the requesting clients, but in some specific nodes in
which there is a high probability of cache hits in order to improve the transmission
performance as well as the storage efficiency of the content store.

3. CCN and Working Set Model in CS

3.1. Content Centric Network Architecture x)

In CCN, there are two types of packets used: interest packet and data p content
is divided into chunks, and CCN uses a data packet to encap ate each hen a client
wants to receive the content chunk, it sends an interest pa e ecaus CN architecture

a

is based on named data, both the interest packet a d%t? ssociated with a
hierarchical unique name to identify a specific ch % me follows the URI

structure. Q
Content{éfs@ (CS) \c‘)

)

Content Name OKODaK’\J Stale Time

Pending Interé\%ble (PIT)
Conten IX ﬁ%%stmg Interface | Life Time

'Q;Qﬁrwara?@z%ormatlon Base (FIB)
onte%@flx Interface # toward Source

Fi 6@1 Three Main Components in CCN Node
o

The CCN three main components: content store, PIT and FIB, as shown in Figure
1. Data pack&%e cached in the content store. The FIB contains the route information for
forwardi est packets, and the PIT traces forwarded interest packets. In order to send a
relevaqt (data packet to the requesting client, the incoming interface of the interest packet is

g@ in the PIT.

Theprimary task of the CCN node is to process both the interest packets and the data
packets. Upon receiving an interest packet, the CCN node uses its content name to perform a
longest-match search in the content store, PIT, and FIB. If the matching data is found in the
content store, the CCN node sends it to the requesting client. Otherwise, if an exact-match
entry is found in the PIT, the incoming interface of the interest packet is added to the
requesting interface list of the PIT entry, and the interest packet is discarded. This is because
an identically named interest packet has already been forwarded, so it is not necessary to
resend the interest packet. If a PIT entry is not found, the CCN node will forward the interest
packet to the data source through the FIB match. If there are no data in the FIB that match the
interest packet, the interest packet is discarded.
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In addition, when receiving a data packet, the CCN node will perform a longest-match
search in the content store, PIT, and FIB. If a PIT match is found, the data packet will be sent
to every interface on the requesting interface list. In addition, if no match is found in the
content store, the data packet can be added to the content store. However, if a PIT match is
not found, then the data packet must be discarded because the data packet is unsolicited. The
CCN protocols take into account that underlying networks might have unreliable transmission
services. In CCN, the retransmission approach is adopted to recover interest or data packet
losses. Each PIT entry has a timer. The timeout value is indicated by the InterestLifetime field
of the interest packet header. The application layer protocols usually assign the value of the
InterestLifetime. When the timeout occurs at intermediate node, the corresponding entry is
removed from the PIT. Otherwise, if the timeout occurs at the data client, the irﬁe&pgcket

will be retransmitted
3.2. Content Store Replacement Algorithm and Workip%\/ &

In CCN, a large file or a multimedia streaming da[%
unique name. A client sends an interest packet to rder o r tthe content chunk.
When any intermediate CCN node including the c sour correspondlng content,

hunks and put a

it immediately packs the content chunk into aﬁg packet an nsmlts to the client. If an
intermediate CCN node receives the data,p nd doe have the content, it keeps the
content in the content store for a while. H \ﬁg if th t store is already full and a new

data has to be inserted, one of the nts i ntent store will be removed. The
replacement algorithm will selec in th%ﬂ t store to replace with a new content.
There are many replacement a\gg&‘ introduce d this paper uses first in first out (FIFO),
least recently used (LRU), least frequently U LFU) and random replacement algorithms.
The most important featu f CCN rieve content by its name rather than a server
address. Other features —networ@mg and the support of multicast transmission.
These two features ruual rofe in terms of the transmission performance of the CCN.
In-network cachm tes th@ry of an interest packet to the content source when an
intermediate C@ e caches thie-content and replies it immediately to the requesting client.
If several cli ant to ultimedia content such as Internet on-air broadcast or video
streaming, a CCN node %ﬂr common route to the clients may multicast the content, which

results in reducing th ork traffic

Suppose a cont@e in a CCN network can cache four content chunks, and three clients
request the s ohtent. Further assume that the content name increases sequentially from 1,
and currentl %content store caches content 1, 2, 3, and 4. In addition, because of the
network nd initiation time gap by the clients, they start at slightly different time. Each
clie ts the content as follows: client C1 requests content 5, client C2 asks content 3,
an‘* C3 wants content 1. When content 5 arrives at the CCN node on the common route

he ree clients, the node has to replace one of the existing content chunks with content 5.
In this case, whichever content is selected as a victim, the content has to be requested again in
near future and the delivery performance degrades. One solution is to increase the size of the
content by one. Then there is a high probability that fetching a content chunk once will be
enough to deliver it to the three clients. As a result, it could be beneficial when the content
store allocates enough memory to cover actively accessing content chunks of a content flow,
called a dynamic working set, in order to efficiently distribute the content.

In terms of the replacement algorithm, selecting a victim also affects the content delivery
performance. For example, suppose the content store size is five and content 1, 2, 3, 4, and 5
are stored. Further assume that each client requests the content chunk as follows: C1 requests
content 6, C2 asks content 4, and C3 needs content 2. When the content 6 is arrived to the
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CCN node, one of the five content chunks has to be selected as a victim. In case of the LRU
replacement algorithm, content 2 or 4 is selected as a victim because content 1, 3, and 5 are
recently used. When the LFU is adopted, content 4 or 5 is selected as a victim. If the FIFO
algorithm is applied, content 1 is chosen. Without introducing a new client, content 1 is
highly unlikely to be used in near future. This example implies that when a flow of content is
accessed sequentially, the FIFO replacement algorithm is suitable for managing the content
store.

4. Simulation Environment and Results

This section describes the simulation environment and the results about the necesSity of the
working set model in the content store. For the simulation, authors use ndnSim [ er ns-3
[14] network simulator. The simulation network topology includes five e ythree CCN
routing nodes and one content server. The topology is depictedsin Fi I clients are
connected with 10 Mbps links and 5 msec delay. The li tween%g nodes are 100
Mbps with 5 msec delay except that 10 Mbps Wlt een the node R3
and the content server S.

@ 100 Mbps e@r\nbm\% 10 Mbps @
5 msec 100 msec

10 Mbps | 4@& \10 Mbps

5 msec

O0F & OO

Fi - Ne JTopology used in this Simulation

The five cl down oame same content from the content server S. They send 1000
interest packets per seco eir directly connected routing nodes. The data packet size is
1024 bytes. Each clie S transmitting the interest packets with different intervals. For
example, C1 starts d the first interest packet at simulation time 0 second, C2 at 0.4
second, C3 at 0. 8&1 C4 at 1.2 second, and C5 at 1.6 second. The size of the CS varies
from 700 da%rles to 1400 entries. The CS replacement algorithms used in this simulation

are LRU, L FO, and Random.

Figur plays the number of received data packets by the five individual clients within
20 7 The content store can save 700 entries for the content flow and FIFO replacement
algo is used when the content store is full. The label “Total” in the legend means the

sum of the received data packets by all the participating clients per second. Initially, all
clients send 1000 interest packets per second and expect to receive that amount of data
packets. Most clients receive some number of packets, but it does not meet the expected
number of data packets. Client 4 and 5 temporarily receive more than 1000 data packets.
However, all clients did not get any data packet at time 14. It is because the PIT entry stores
the route backward to the client requesting the data packet, and the loss of the PIT entry
caused by the timeout (set to 1 second in ndnSim) results in dropping the data packets in CCN
nodes.
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Figure 4. # f&ived Packets when CS Size is 700 and PIT Expire Time is 5
\;L sec

Fi r@ws the result of using the similar condition to the previous simulation except
tha% eout value is extended to 5 second rather that 1 second used as a default value in
ndnSity. That is, when a client transmits an interest packet, the data request information
including the backward route to the client is stored in the PIT entry up to 5 seconds. When the
timeout expires, the PIT entry is deleted and the requested data cannot be forwarded to the
client. Due to the extended timeout, clients receive more packets and longer period of time
than before, but, eventually at time 16, all clients did not receive any more packets due to the
loss of the backward route information to the clients. For the remaining simulations, the
timeout value is set to 1 second.
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Figure 5 illustrates the results of the data pa receive e five clients and the total
number of the data packets in each simulati ﬁq@e size of the content store for
the flow becomes 1000 with the FIFoggement hm. As the content store size
increases for the flow, so does the nu pac ved by the clients. On the contrary,
as the simulation time goes by, t &umbe f@ eived packets dropped due to the loss
of the backward route informa!b&y PIT.

&3
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Figure 6. # of received Packets when CS Size is 1300 with FIFO Algorithm

When the content store size becomes 1300 for the content flow, the data packet reception
status by the five clients is depicted in Figure 6. The clients receive more data packets than
when the content store size was 1000. As the graph indicates, the average of the total received
packets from 2 to 20 second is about 4823. However, the standard deviation of the total value
is 1191. This result implies that there is a high fluctuation of the data reception, and it causes
a long delay and a delay jitter for a multimedia traffic. Therefore, it is not good for enjoying
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multimedia content because it experiences a lack of decodable data packets from time to time
and the belated data packets may be useless to decode.
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Figure 7. # of received Packets Wh@’:\S Size |@)O with FIFO Algorithm

# Paclets Received

\"

Figure 7 represents the data recep ts b clients when the content store size
becomes 1400. All clients trans @6 inter ets per second, and they receive the
requested amount of data pac fter 3 seco d. a result, each client receives 1000 data
packets per second and a total of 5000 pack each second. This result does not imply that
the content server S transmi OOO da ts to all clients per second, but indicates that
the data packets reques the clie are cached in the CCN routing nodes R1 and R3

which distribute the ')% to their.Connected clients requesting the same content.

#@ets Received with CS Size = 1400 using LRU
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D
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>
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Figure 8. # of received Packets when CS Size is 1400 with LRU Algorithm
Figure 8 presents the results when the least recently used (LRU) algorithm is used for the

content store replacement, and the content store size is the same as 1400 elements for the
content flow. The total number of the received packets decreases from simulation time at 10

116 Copyright © 2014 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol. 9, No. 10 (2014)

second. As described in section 3, the least-recently-used element might be reused in near
future, and LRU may not be an efficient replacement algorithm. If an individual element in
the content store is popular to several clients, the element has a high probability to reuse in
near future, and LRU replacement algorithm may be a good selection. However, If a group of
content chunks are involved in a working set of a content flow and it has to select one victim
in the working set of elements, FIFO replacement algorithm works better than that of the
LRU algorithm.

7000

# Packets Received with MaxSize = 1400 using LFU

- 5000

o

>

T ient],

% 00 =\ A e

ANEAVAR' A o

ﬁ 3000 ALY A lient3

® \ ~eo~Client4

a

#* 2000 ——Client5
-B-Total

1000

12 3 45 6 X 16 17 18 19 20
mulatlo

Figure 9. # of recelved%ets w’n@s Size is 1400 with LFU Algorithm

Figure 9 shows the- tion res n the least frequently used (LFU) replacement
algorithm is applled ct a victim when the content store is full. LFU algorithm works
nymber of received data packets decreased sharply from

worse than that as th
the simulatio T is is because the recently added element has less
frequently acce by t@ts and is selected as a victim even though it may be used in

near future.
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Figure 10. # of received Packets when CS Size is 1400 with Random Algorithm
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Figure 10 illustrates the data packet reception results by the five clients with the random
replacement algorithm and the content store size of 1400. This algorithm shows the worst
performance among the other replacement algorithms. The total number of received data
packets drops from the simulation time at 7 second.

5. Conclusion

This paper presents that, when a CCN network delivers popularly-shared content such as
real time broadcast or video conferencing, the content store in CCN nodes prefer FIFO
replacement algorithm for a shared content flow rather than others. CCN nodes require to
analyze a requesting pattern of the interest packets and to decide a working set sige jn the
content store for a shared content with several clients, which lead to improve the ission

performance as well as to reduce the number of packets delivered over the getwork. This
paper shows the necessity of the working set for the shared conten the size of the
working set in the content store will be dynamically desi based requested data
pattern and the network condition. The replacement n orkjrg set for a content
flow prefers FIFO than others. V
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