International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.1 (2014), pp.425-442
http://dx.doi.org/10.14257/ijmue.2014.9.1.39

A Framework for the Creating, Expressing and Sharing of User’s
Emotion

Kyoung Shin Park®, Yongjoo Cho? and Dong Keun Kim?”

'Department of Multimedia Engineering, Cheonan, Chungnam, Korea
2 Department of Digital Media, Sangmyung University, Seoul, Korea

kpark@dankook.ac.kr, 2{ycho, dkim}@smu.ac.kr V'

Abstract 6 E

.
This paper presents the Emotionally Intelligent Con ES: IC) fragdework designed to
al St

support the rapid development of interactive emotion . T IC mework consists
of the Emotion Recognizer for detecting user’s Emotlon Server for
storing and sharing emotion data, the Emotion Con A utho I for customizing user’s

rules, and the Emotion Content Player for aying ntent according to the user’s
emotional states and his/her personalizeq»ea?h;) ion rulezlb framework allows a designer to
create the emotion content that interpréts<a user. nal state and adapts its visual and
aural characteristics based on 4sey- cified%‘i n rules. It dynamically alters user-
specified images or models t ress user emotions. It also enables users to share their
emotion with others using customized em '%expressions applied in the content. Several
prototype EICs were built this fr@. A pilot study was conducted to compare the

EIC against the orlg\ nt and t itial result showed that the EIC had significantly

own emotional expression rules, the Emotmn@GOmrolle: rocessing user’s emotional

more influence on the ct’s emgation than the original content.

Keywords: @t on mtégn, Emotion recognition, Emotion contents, Emotion
framework

can signific enhance the usage of the human-computer interaction system.
Understan and responding to user’s emotions provides considerable advantages in
vari% @ertainment applications. The affective applications react in a friendly manner

1. Introduction (b“
Affective c%mﬁ@ng technology, which adapts interaction to user emotional states,

ac to the users’ needs and preferences [1]. Emotion recognition systems using
speechy, gesture, facial expression and physiological signals have been extensively
investigated to achieve an enriched emotional interaction [2-4]. Emotional expression
systems such as emotion facial animations, emotion avatars and emotion robots, have
also been developed to present human-like emotion expression [5-8]. In addition, some
efforts were made to allow for the sharing of emotional experiences among users
through multimedia contents and applications [9, 10].

However, such emotion systems and applications were built with designer-defined
components and several individual software libraries to meet the necessities of different
service purposes. The emotion applications built with the encompassing libraries would
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be difficult and time-consuming because the libraries were created separately and might
not necessarily have been designed to work together. In order to support
interoperability and efficient reusability of each component of the interactive emotion
contents, a more general emotion interaction framework needs to be developed. The
emotion interaction framework would support building blocks integrating emotion
recognition, generation, and expression [10]. Some frameworks have been proposed,
which recognize the user’s emotional states so as to provide users with appropriate
assistance in a timely and efficient manner [11]. Some existing architectures and
libraries that provide emotion recognition use mono-modal or bimodal approaches [12].
Emotional interaction plays a critical role in multimedia contents such ag moyvies,
games and pictures. The primary goals of people enjoying such emotion cogtents dre to
be entertained and/or emotionally immersed in the contents. There h vz%m many
@ n emotion

itly respond

attempts to create such emotion contents. Kim and her colleagues develo
content that allows users to add their own emotion ch rs, whi

to changes in user emotional states in real time [8] > al stu emotion driven
interactive digital storytelling. They edited exjs ota e TV show, Ugly
Betty, and used the audience’s emotions as the ing f e narratives [13].

Roberts et’ al used pre-authored text with, pre-selected\video cllps to create an
interactive storytelling experience [14]. study¢“the “user is asked to answer

guestions between iterations and, dep on the is directed to different
narratives. In this research, movies sed ulate user’s emotions. Jones and
Sutherland developed an emonon% spon puter game [15]. They analyzed
the player’s speech to recogni /her e al states, which was then used to
change the physical or behav attrlbut e game character. For example, if the

the game boring, the cha beca energetic.
In order to creat mers fective emotion contents, we consider that the
emotion content s not on spond to user emotion, but should also have the

following req

Emotion Recognition
Vtsuahmural Elements of System and Sensors
al Contents: —
c unds, texture maps, £ q e
) images

player felt happy, the gam haracter; bg more active, whereas if the player found
omef

Emotional Intelligent
Contents Framework Emotional Intelligent Contents

Figure 1. Conceptual Diagram of Emotionally Intelligent Content (EIC)
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® Provide dynamic changes in the emotion theme in real-time according to the
user’s emotional feelings.

® Support changes in the contents based on individual preferences.

® Define how the contents would be changed based on individual’s customized
emotion rules.

These requirements were applied to design our framework. Figure 1 shows the
conceptual diagram of the Emotionally Intelligent Content (EIC) framework. The EIC

framework is designed to facilitate the prototyping of emotion contents. The refers
to the content that goes beyond simple pre-defined emotion themes. El es on
allowing users to visually and aurally express or change the contents i regl-time based

on user emotional states. It uses the user’s own emotio uﬂes to the visual
and aural properties of the content (such as color, b \;n q% sound) would
be presented. In other words, users can design perti swe emotion content
based on their own preferences. Therefore, eve@users same EIC, they may
feel differently according to their own em rules sely, their emotion may
also be affected by manipulating the EIC ?O

This paper is structured as follo ectlgg’g< iews the related background

information about the emotion modgh.arid re method and some terminologies
used in this research. Sectloﬁﬁd nts the m architecture of the EIC framework
and its core modules. Section escribe otionally Intelligent Content prototypes.

Section V presents an e@xatlon w emotion contents in terms of the user’s
emotional state. Sectio resents &g usions and future research directions.

2. Emotion nd Eﬁﬁ@ Recognition

This section Briefly d&es the emotion model and the emotion recognition method
to provide backgrou% ormation and to clarify some terminologies used in this

research. '&
2.1. Emotioﬁ@odel

Emot| ognition is an interesting but difficult issue. For theoretical or practical
3@2 searchers have classified human emotions into discrete categories or on a
dimen$ional basis. According to [16], user emotion is categorized into one of six basic

emotion categories (derived from Darwin’s pioneering work): anger, disgust, fear, joy,
sadness, and surprise. On the other hand, emotion has also been characterized as labels on a
two-dimensional coordinate system. The dimensional model of emotion representation allows
the computation of continuous changes of user emotion using physiological measurements of
affective states [17].
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Figure 3. The Emotio terfa e Emotion Recognition System using
ANS(AN@OUS Ner System) Physiological Signals
There are ensi els of emotion that have been developed for emotion
classification.

S &)

Study ve adopted Russell’s emotion model [18]. As shown in
Figure 2, the tWe dlme are represented by a vertical arousal axis and a horizontal
valence axis. This tw?-é( nsional emotion model, which we have adopted, is used to

classify the currentalget’s emotional state into nine categories based on continuous
physiological ch nd the measurement of affective states. This model targets nine

regions of tior?” Pleasure, Arousal-Pleasure, Excitement, Arousal, Distress Misery,
Depression%ness, and Contentment [10]

@)n Recognition

ﬁvious affective computing research, a variety of emotion recognition technologies,
such as speech analysis, facial affect detection, body gesture/posture and physiological signal
monitoring, have been used as a means of detecting a particular emotional state of the user
[3]. In particular, emotion detection and recognition using physiological signs, such as Blood
Pressure Pulse and Galvanic Skin Response, have shown promising results in cases where
user affective states are directly related to changes in bodily signals. According to previous
research [9, 16, 17], physiological monitoring based on the ANS (Autonomous Nervous
System) is a reliable representation of true emotion, which cannot be consciously controlled
due to its involuntary nature. Also, the emotional states retrieved from physiological data are
very descriptive and easy to measure. ANS (Autonomous Nervous System) responses can be
processed in real time to capture indirect perceptual emotion responses.
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Figure 3 shows the configuration of our emotion recognition system based on ANS
(autonomous nervous system) physiological sensors, including PPG, SKT, and GSR.
PPG sensors are often placed on the user’s finger and earlobe to measure the cardiac
synchronous cardiac changes in the blood volume. Changes in the amplitudes of PPG
signals are, for humans, related to the levels of tension [3, 17]. SKT measures the
thermal response of human skin. It is known that anger induces a large increase in skin
temperature, whereas fear and sadness induce lower variations. GSR is used to measure
when the skin momentarily becomes a better conductor of electricity in response to
internal or external stimuli that are physiologically arousing. Major magnitude changes
in GSR signals are related to emotional excitement and dynamic activity [ o In
this system, the PPG frequency and amplitude and the SKT and GSR
extracted using a 200 Hz sampling rate and analyzed to estimate th %pondmg
emotion based on our heuristic model [20]. 6

3. Emotionally Intelligent Content Framewo? @

The Emotionally Intelligent Content (EIC) fra crerte, express and share
user’s emotionS depending on the user’s preference emot%sw SS|0n This framework
is designed for easy construction of emotion ¢ ts custo izedfor each individual and for
sharing these contents with other users based(©mytheir own e emotion rules. The emotion
rules describe how the contents are ren visuall tlgaurally depending on the user’s
emotional state. The color propertles d toqg z{;round and background color, light,

and brightness of objects in th er@? n cont e aural properties are used to alter
background music and sound the c If there is no emotion rule specified by
the user, default rules are used instead.

The default emotion rul re ba he survey results of the fashion industry’s
color theory study [21 'é’zording t study, people tend to get more pleasure when

brighter colors are shQwn and the_sontrast and saturation of colors are increased. Also,
people seem to be, More ar hen colors with increased luminosity are shown.
Music and so gffects c% layed differently in terms of altering sound speed and

volume pitch "based o user’s emotion. The Emotionally Intelligent Content
framework consists ral core modules: the Emotion Recognizer, the Emotion
Server, the Emotio ent Authoring Module, the Emotion Rule Controller Module,
and the Emotion nt Player Module.

3.1. The Er@&ﬂ?ecognizer and the Emotion Server
Figure 4, the user’s emotional states are identified by the Emotion Recognizer

s sh

o@ then stored in the Emotion Server [8]. User emotion is classified as one of nine
differépt states in a two dimensional space based on our heuristic nine-domain emotion
model, which we have adopted from Russell’s emotion model [8, 18]. The Emotion
Recognizer Module is written in LabView utilizing BIOPAC MP100 system’s PPG
(Phtoplethsmography), SKT (Skin Temperature), and GSR (Galvanic Skin Response) sensors
connected to a desktop computer. BIOPAC provides accurate and reliable data but it works
with cable tethering. Hence a mobile prototype via a Bluetooth is also provided [9].
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Figure 4. Emotional Recognizer and Emotion Serv@Z

tates as arousal,
distress, misery, depression, sleepiness, contentme or neutral, based
on the user’s real-time physiological response [9]. itiofis done either actively
or passively as described in Kim’s work [8]. Passi¥ i

physiological data and it is the primary metho in the EIC Tramework since it does not
interrupt the user’s task. Active recognitio also proy to complement the passive
method. In active recognition, users ¢ icitl ﬁ:i their own emotional states by
selecting one of nine emotion buttons a%raph' I nterface.

The Emotion Server is built o o@ RES esentational State Transfer)-based web
service running on a Linux- apache web Sérver. The Emotion Server uploads the

individual’s raw physiological data and { termined emotional state in real-time. The
server also stores user e data th contextual information, such as date, time,

location, humidity and” ature, for er analysis in the database. Moreover, it notifies
EIC clients of the’cx? t user’%:otional state. The Emotion Server also stores the

individual’s e es an otion content elements that were created using the
Emotion Cont thorin odule (Figure 5). In order to do this, each user is given a
unique identification nu long with his/her emotion data at given dates and times.
Similarly, the emotion anagement database has also been created for each EIC client to
handle customized f . The server also has default emotion rule sets defining how color,
sound and light s e manipulated in the event that customized emotion rules do not exist
for the user.

This fra
accumul

uses the indirect mode by default. The indirect mode utilizes the user’s
otion data, such as emotional states, emotion rules and emotion content
ele rieved from the Emotion Server. It is implemented using the open source cURL
Iibr%% communicate with the server’s REST services. On the other hand, the direct mode
supports the Emotion Communication Module to directly receive user emotion data from the
Emotion Recognizer Module. It is implemented using the observer design pattern [22]. That
is, the Emotion Communication Module registers itself into the Emotion Recognizer Module
and gets notified whenever user emotional state changes.

3.2. The Emotion Content Authoring Module

As shown in Figure 5, the Emotion Content Authoring Module allows the user to create
his/her own emotion expression rules that respond to emotional states. This module provides
a graphical user interface to specify user-specific emotion rules, such as the manipulation of
foreground and background color, light and sound. With this module, the user can customize
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the visual aspects of an image (for an emotion digital picture frame) or a texture map (for
emotionally intelligent 3D games or virtual environments) in response to his/her emotional
states. The user can also adjust the speed of the background music and sound effects and alter
the brightness of the light and color within a 3D emotion content.

Emotion Server |
Emotional Data
Database
Emotional
Content Service

Emotional
‘C ontents & Rules
I N

” Emotional Content Authoring Module

Emotion Rule | i
XML
Generator

Emotion

Drawing : Contents

& Layer ! & Rules

! ponent Uploading

Emotion Rule | | ' Component
Editor |

Windows Presentation

Foundation ‘ Windows Socket Library ‘

0S (Windows)

Figure 5. Emotion'G@nt AuthO¥

This module is inspired by a 2 %dra \g)picture editor program, like Adobe
Photoshop. It provides muchﬁ ame ba age editing functionalities, including
drawing primitive shapes, colorifigaselecting @hjects, separation into different layers, etc. To
Cting a region, called the emotion rule region,

create a new emotion rule, thesuser star
in the workspace. The.ergg:'?rule region, I8 the area where a user can alter color, saturation
and lighting to refle ion expressior. Once this region is selected, the user can specify
an emotion rule b@ing tion response from the toolbox. With this layer and
region functio user ca até different emotion rules within the content.

Figure 5 s@a scree

Authoring Module. Figur
Figure 5(b) shows a

t of creating an emotion rule using the Emotion Content
shows the original background photo of a continental glacier.
an character created in a separate layer using the drawing
component of the a g tool. Figure 5(c) shows the snowman character layer being placed
on top of the backggotind photo and then merged into one layer. Figure 5(d) shows a region
around the ﬁq%wan being created to specify an emotion rule. Figure 5(¢) shows the new
color mani on rule. Figure 5(f) shows the rule definition window used to change the
color of gion. After an emotion rule is created, it saved in an XML file.

@ in Figure 5, the emotional rules can be assigned to different layers. Similar to the
layer ®ancept in Adobe Photoshop, the emotion layer is defined as being a stackable but
independent plane, in which users can draw any object and construct separate emotion rules.
It is useful for organizing and managing the objects and accompanying emotion rules
together. The layer is used to distinguish the foreground and background objects. It is also
used to specify emotion rules on a particular field without affecting the overall look of the
content. This feature makes for easier editing of emotion rules later on.

When the Emotion Content Authoring Module is first used, an identification number is
given to each user for the purposes of storing his/her emotion rules and contents in the
Emotion Server. When a user uploads a new emotion content (such as an image or a movie
clip) to the server, the contents and emotion rules are stored separately and can be identified
specifically. Other users can receive the Emotionally Intelligent Contents via URL access.
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This feature allows a user to specify his/her emotion rules without affecting other users’
emotion rules.

3.3. The Emotion Rule Controller Module

As shown in Figure 6, the Emotion Rule Controller Module retrieves XML-based emotion
rules from the server and parses them to construct a hierarchical structure of the emotion
rules. When a new updated emotional state is received, it traverses the rule hierarchy to
search for the appropriate emotion rule and then downloads the appropriate emotion contents
and additional rules. Next, it generates emotion rendering commands to be t toethe
Emotion Content Player Module to manipulate and render the contents based S%&éser’s
emotional state. Figure 6 shows an emotion rule XML f|Ie used in a ensional
emotional game called “Nocturnes Thief” [8]. The emoti r.ules a d using the
Emotion Content Authoring Module. This emotion rule the (@hg of the texture
map of a 3D model in the game. It contains the WI h or
map image and the file name. It also shows sev es t
(actions) applied on some texture map are reglons) fo

(condition). 0 .

EmotlonaIContentPlaye % :Y(o

moﬂo || n:
A

tion of the texture

Rule

' EmotionalRule Controller Module

Rule

Emotional States Conlenua\Data w &Ru\es

Emotion Recognizer motion Server

Figure 6. Em@v Rule Controller Module and XML-based Emotion Rules

3.4. The Emﬁ@Content Player Module

The Content Player Module is responsible for playing EICs on various display
de h as the iPhone, iPad, Android phone or desktop computer. EIC dynamically
modi its elements (such as the picture, texture images or sound) according to individual
emotion rules specific to a given user’s emotional state. This module checks whether new
data is available on the Emotion Server. It then downloads new data upon the user’s request
and analyzes the data to respond to individual emotional states by changing the content’s
graphics and sounds according to the emotion rules. It also creates widgets on the screen and
initializes 3D graphics rendering components.
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Figure 7. Emotional Content Player Module and Default Colo mdel

As shown in Figure 7, the Emotion Content Player M es reb %}bp of the Irrlicht
three-dimensional game engine, the Open Scene ene g library, the OpenGL
graphics library and the OpenAL sound library. sists a ber of hybrid C++
interfaces to support texture and light manage and N ation utilizing various
graphics and sound rendering engines. The EmG@ﬂ Graghl Render Component handles the
color and texture blending management *f, pulatmg? texture map in real-time by
putting emotion color masks on the on%t textyre It also handles the color and
brightness of lighting and fog effects e th mood and color tone. The Emotion
Sound Renderer Component ma ifferent %§atdgories of music and sound, and it also
controls volume and play spe ese high el and abstract interfaces allow developers to
build their contents to be e tlon aware ut the need for much knowledge about the

composed of nine diffegent color where brightness and color saturation increase as the
emotion goes fron 5py to t is used to mask the color on the underlying images
and texture maps d¢ pendlggg the user’s emotional state. The color masking is done by first

underlying platforms.
As shown in Figuge® ‘@defaults ask model provides several sets of color palettes

calculating the average lor values of the image using Equation (1). Then, the final
color is calculated by the color value and the difference between the default color
mask value and th age color using Equation (2). This method preserves the tone,
brightness and te&f the underlying materials of the original image even after the color

mask is appl%

O gColor = (L X Color(i,/))/(w X hx 255) (1)
DestColor(i,j) = Color(i,j) + (ColorMask — AvgColor) )

The EIC framework also allows for the addition of an emotion avatar as a new character to
represent the user’s emotion or the replacement of it with one of existing objects in the
Emotionally Intelligent Contents [8]. The emotion avatar (either a picture for a 2D content or
a 3D model) can be retrieved from the server via a web service or loaded from local storage.
The emotion avatar is packaged in a proprietary container file, which is a variant of the
compressed zip file format. The compressed file contains a description of the embedded files
in XML format, avatar files and some other emotion rules describing how the avatar’s visual
aesthetics should behave according to user emotion.
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3.5. The Workflow of Emotionally Intelligent Contents
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Figure 8. The Basic Workflow of Emot|o§ tel@bntent
Figure 8 shows the basic workflow of Emotional li ntgnts:

» The EIC is started by a user who is weari G, SKT, andYGSR physiological sensors.
The Emotion Recognizer Module analy phyﬁ@cal signals and determines the
individual’s current emotional state

Emotion Server.

*  The individual’s current emotl e is i&e persistent database storage in the

»  The Emotion Rule Controller Modulé ;@ves the individual’s emotional state and the

emotion rules via the tlon C ication Module. The emotion rules written in
XML are parseds f emotlo dering commands, which are then sent to the
Emotion Conte r Modtﬂ%

» Also, the custo /her emotion rules and contents using the Emotion
Content ing WhICh are then also sent to the Emotion Server. The newly
updated emotion r% d contents are processed in the Emotion Rule Controller
Module and appll e Emotion Content Player Module.

+ The Emotion@kent Player Module renders the visual and aural properties of the

contents by retrieving and applying the individual’s emotional state and the emotion
rules. If%ﬁsary, it also downloads additional data, such as avatar 3D models, pictures,
and te>@e map images.

. ocess of changing EIC graphics and sounds may also affect the user’s own
tional state. This change in emotional state is also sent to the Emotion Server and the
ole process is started again.

4. Applications

We have built a few prototype applications using the EIC framework. These prototypes
include the Emotion Video Player, the Emotion Nocturne Thief game, the EmOcean virtual
environment and the Emotion Digital Picture Frame.
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4.1. The Emotion Video Player

Figure 9. motion Video Player V
Figure 9 shows the Emotion Video Player, WhICh ipulates aI and aural
aesthetics in real-time based on a user’s emotional st 0 ideo Player can
change the mood of the video footage and the te e bac%os&f music and sound
g the E

effects according to user emotion. It is constructed rk, the Open Scene
Graph graphics library and the DirectShow videg library. Whe application is started, it
first loads the emotion rule for the viewer. It pplies the_emotion color masking model,
specified in the rule, to each frame of thé e before itNisvfendered on the screen. It also

manipulates the movie sounds at the samé.ti bas e user’s emotion.

If no rule is specified, the defaultéq\ nco mg model (as shown in Figure 7) is
used instead. Figure 9(a) sho er watc video clip using the Emotion Video
Player. It shows how the coI sking m applled to the whole video screen. The
emotion rules can also be used to change ome portions of the movie frame instead of
the whole screen. Flgure ows h the railroad areas of the roller coaster scene are
affected by the emo mas del. This feature of the Emotion Movie Player can
be quite useful whe ant empha5|ze or deemphasize specific areas of the screen.

4.2. The Emot octu e@hlef Game

Figure 10. Emotion Nocturne Thief Game
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Figure 10 shows the Emotion Nocturne Thief game, which is an open-source game written
using the Irrlicht game engine. The original game runs on Microsoft Windows and Linux. The
object of the game is to get the thief character in the game to steal gold bars while avoiding
the guards. We reconstructed this game to become emotion-aware using this EIC framework
and also ported it to Apple’s iOS platform (iPhone and iPad). Figure 10(a) shows a user
constructing an emotion rule that would be used in the game using the Emotion Content
Authoring Module. Figure 10(b) — (d) illustrates how the whole game world or just some
portions of the texture maps can be manipulated as a user’s emotional state changes.

Not only can the colors and sounds be changed in the Emotion Nocturne Thief game, the
brightness, lighting, and texture maps of the 3D models within the game can also bg modified
based on the user’s emotional states. For instance, the thief’s (the emotion charactégin the
game) clothes can be changed in real-time if an emotion rule is set. The I%ework
enables the user to exchange this 3D character model with his/her emotio@ ter, called
an emotion avatar. This emotion avatar works exactly the as'the oxQ me character,

but now, however has been modified to reflect the emoti te Q t&a&er [8]. Since all
- EIC{) ework, no other game

the logistics of user emotion response is embedd
4.3. The EmOcean Virtual Environment Q’Q o %

logic needs to be modified.

Q Figure 11. EmOcean Virtual Environment

Fij r@ shows EmOcean, an emotion-based virtual environment built using the EIC
fra%k. This application runs on Microsoft Windows and the iOS platform. EmOcean
allows’a user to navigate under the sea, while the colors of the nearby fish, seaweed, and coral
change colors in response to his/her emotion. Fog color, light color and brightness, and sound
also change in response to the user’s current emotion. The tempo and sound of the
background music are also adjusted to reflect the user’s emotional states and user-specified
emotion rules.

Figure 11(a) and (b) show the EmOcean environment running on the iPod/iPad and the
desktop computer, respectively. As was the case in the Emotion Nocturne Thief game,
sharing of the emotion avatar in real-time is also possible. When the environment first
appears, the program runs in first-person view mode as shown in Figure 11(b). The user can
change to the view to third-person at run-time using a simple trigger as shown in Figure 11(c)
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and (d). As the user’s emotional state changes, the color of the emotion avatar’s clothes and
the texture maps of the coral reefs in the environment also change.

4.4. The Emotional Digital Picture Frame

Figure 12. Emotion Digital Pictu%r:mme
t

Figure 12 shows a picture of a family in the Em ame developed on
the Apple’s i0S and Google’s android operating s his ti icture frame system
controls the pictures based on the emotion rules emo constructed using the
Emotion Content Authoring Module specn‘le?ne regi a picture and how these
regions should be manipulated. Based ’s emotéi@the color of the father’s and
daughter’s clothes is changed as are som ns of the background area.

The emotion digital picture frame a ows aring of user’s emotions with other
remote users. The picture fram Sendl% e emotion recognizes user’s emotion
through physiological sensors he status stored”in the Emotion Server. Then, other users
who are connected to the sender throug Emotion Server will receive information
regarding the sender’s e aI S’@tu@l -time. The receiver’s picture frame software

changes the visual p iey of th s shown on his/her device to reflect the sender’s
emotional state. The&sﬁ er can provide his/her own emotion rules to define how the

ame sh@ afifect the picture.

emotion drgrtalg
5. Evaluatio Intefhigent Emotion Contents

We conducted an riment to evaluate differences in user experience between the
original content @w Emotionally Intelligent Content, which dynamically changes in
response to user emotion. Nine college and graduate school students participated in this
experiment. ﬁ%mean age of the subjects was 24.89 years old. First, the subjects attached the
GSR, SK d PPG physiological sensors to his/her fingers and ears for emotion
recogaiti n this experiment, subjects were first asked to watch the original movie twice for
3 n%s on a 46>’ TV. After resting for 1 minute, subjects watched the Emotionally
Intelligént Movie twice again for 3 minutes, to find out whether more changes would occur in
the subjects’ emotional state. During this experiment, changes in the subjects’ emotional State
were recorded every 0.25 seconds.

Table 1. The paired t-test results

t Significance
Comparison between the two original movies 1.363655 0.172763
Comparison between the two emotional movies 5.958713 | 2.79 x 10-9

Comparison between the original movies and the

) . -2.11613 0.034396
emotional movies
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We evaluated changes in the subjects’ emotional state while viewing the original movie
and the Emotionally Intelligent Movie. First, we compared the variations in the emotional
state between the two sequential viewings of the same content (i.e., between the two original
contents and the two emotion contents). Then, we compared the changes in the subjects’
emotional states between the viewings of the original and the emotion content. Table 1 shows
the paired t-test results of the three conditions: for the two original contents, for the two
emotion contents, and between the original and emotion content.

The paired t-test results for the viewings between the two original contents showed an
average of 7.90 (standard deviation 3.49) and 8.03 (standard deviation 3.58). These results
were not statistically significant. However, it was found that there was a significantglifferance
between the viewings of the two emotion contents (p < 0.05). Also, there wa Mcam

difference (p < 0.05) between the viewing of the original content and the content,
with the original content group having an average of 7.92 (standard deviafi 0) and the
. The results

emotion content group having an average of 8.36 (st deviati
revealed that the Emotionally Intelligent Movie had a s%c nt i qu
emotional states as compared to the original mowe

In a subjective post-test survey, subjects reporte at d W est in the Emotionally
Intelligent Movie. The subjects especially sho igh intégest’in the Emotion Content
Authoring Tool, which allows them to speci eir qw ion rules. However, some
subjects indicated that applying individuanx les for e Was somewhat inconvenient.

on the subjects’

6. Conclusion

Emotion contents prowde ent and %users to become more immersed in the
contents. The Emotionally Intelllgent Con upports dynamic changes of its visual and
aural elements in real t|m d on t emotlonal state. It also allows for the unique
expression of user ased on er’s own emotion rules which define how the
emotion contents reac o er emo . Moreover, EIC provides emotion-sharing capabilities
by allowing use ace t t t object with their own emotion avatars or by adding
special VlsuaI/ ects at e in response to the user’s emotional states.

In this resea we p é&i an EIC framework, which allows for easy construction of
emotion contents, thro creation and expression of user-specific emotion rules, that can
be shared with other . The EIC framework consists of the Emotion Recognizer Module,
the Emotion Servef, Emotion Content Authoring Module, the Emotion Rule Controller
Module andathe Emiotion Content Player Module. The Emotion Recognizer assesses the
user’s emot’@' ate using ANS physiological sensors. The Emotion Server stores the user’s

emotion s, emotion rules, and emotion contents. The Emotion Content Authoring
Mod (rh ws users to define their own emotion rules for how the emotion contents would
reso their emotional states. The Emotion Rule Controller Module processes the user’s

motional rules and sends commands to the Emotion Content Player Module to render the
actual visual and aural aspects of the emotion contents.

In this paper we also presented a few emotion contents built using the EIC framework. The
Emotion Content Authoring tool allows users to create emotion expression rules with
individual preferences for color, brightness, and sound. The Emotion Video Player converts
any video clip into emotionally intelligent footage. In the Emotion Nocturnes Thief game and
EmOcean, the color and background music are dynamically changed according to user
emotion and emotion avatars are added in real-time to represent the user’s emotion without
interrupting the user’s experience. The emotion digital picture frame allows a number of
remote users to share their emotions by changing the visual and aural properties of the
pictures through the server.
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We also conducted an experiment comparing user experience while viewing the original
contents and the Emotionally Intelligent Contents. The paired t-test result showed that there
was a significant difference in user experience between viewing the original movie and the
emotion movie, while there was no significant difference in user experience between two
sequential viewings of the original movie. In the future, we plan to adapt Emotionally
Intelligent Contents for educational purposes. This educational EIC would draw user attention
when it appears that the user is getting bored. We will also conduct more systematic
experiments to determine how emotion contents can be engaging or distracting for users

depending on their emotional states. V’
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