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Abstract .
This paper presents the development of Short Term Lokeca tir%}’uz) model using
I

Artificial Neural Network (ANN). STLF is required ferglectric powe ing and electricity
market planning. The proposed model predicts '.@' dem% nnecticut in the U.S.

using hourly historical electric load and weather data. For | ing the load prediction

accuracy, we consider two main issues that ar. ons andveather factors. Each season has
different load demand patterns, thus thé her facto e differently applied in each
season. The proposed model uses mpo 'te@veather factor which consists of
temperature and dew point. The te re & point weather factors are selected
through the correlation coefficientt ain the% ingful data among the weather factors.
The selected weather factors the level gf the pitch which is the predicted load demand

of one day ahead. The propesed mode% s the forecasting accuracy both in summer

and winter. . Q \‘
Keywords: Shor@} Loag Fd&%asting, Artificial Neural Networks, Back propagation

learning

1. Introduction &

Load forecastin %T be divided into three categories such as long-term load
forecasting (LT\:@\id—term load forecasting (MTLF) and short-term forecasting
(STLF). LTAFyis necessary to manage the electric supply and demand planning which
requires a @'cost for electric facilities such as power station, power transmission,
tc. STLF is required to optimize power control and scheduling such as
wer capacity and load switching [1, 2].
has been widely studied using ANN approach which is an effective method for
processing nonlinear data such as weather factors and historical load data. The Back
Propagation Learning (BPL) is the famous learning algorithm among ANNSs [3]. In
order to develop the one day ahead forecasting model, we use BPL algorithm. Weather
factors are the most influencing factor for load demand forecasting using BPL. In this
paper, according to the result of correlation analysis, the temperature and dew point are
selected as primary weather factor. Selected weather factor is used to adjust the weather
weight to improve the load forecasting accuracy.

* Corresponding Author

ISSN: 1975-0080 IUMUE
Copyright © 2014 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.1 (2014)

2. Backpropagation Learning Algorithm

BPL is the most commonly used method for time series prediction, pattern
recognition as well as short term load forecasting. BPL algorithm aims to reduce the
error between calculated value and desired output value using the gradient-decent
search method [4].

Each input nodes receive input variables using the initial weight and send them to all
hidden layer’s nodes. At this time, the transfer function is used for sending to hidden
layer. Each hidden unit computes the weight and transfers it to the output node. Output
node calculates the error with desired output, and error is propagated back. Ea idden
node updates the weights that were propagated back [5]. &)

BPL is separated into two phases which are the propagation and weight u In the
Propagation phase, first, we initialize input value such as the Welght a Th e input

value is conveyed to the hidden layers using equation % @
. '\) (1)

net, = > W0, +6 Q
n=1
Where, j is number of hidden layer, i is numb input Iay

W;; is the weight of the connection frow jto unl% W;; determines the strength

of the connection. @ is the bias of the @en la er@i}etpj is the input value which is
the sum of the weights. Next ion g}}psfers the result of the total weight

: heg?qa
into the next hidden layer thry@ log-sig function (equation (2)).

— &N )
e 'Q \* @
Next phas ute t e ht update for the back propagation. First, the error

Eis calculate@ quat@ t,, is the desired target output values.

3)
Z(tpk _Opk)zéb
Where k|s bebof output layer.

The error&@euron k™ is calculated by equation (4) and each hidden layer’s error is

calculat%@quatlon (5).

5&* Opk)Opk( Opk) (4)

2 (5)
5;)1’ - Opj(1 _Opj);é‘pkw KJ

AW, is used to update each hidden network weight for correcting errors. n is the
learning rate parameter and ¢ is the momentum (equation (6)) [4].

AW, (7 +1)=18,0 ,; + AW, (1) (6)

pi~ pi
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3. Input Variables Selection

Selecting Input variables is very important to apply the multilayer feed forward
neural network model for forecasting the load demand [6]. There is a high correlation
between load demand and three factors which are categorized as the weather factors,
time factors, and economic factors. Economic factors have relevance to load demand in
terms of economic perspective such as a rate of population growth or activation of
economies [7, 8]. Also, weather factors (temperature, dew point, humidity, etc.) and
time factors (season, holiday, week pattern) are closely related with short term load

forecasting [9] .
Economic factors are much more difficult to apply for load forecastmx;dodel
because of complicated statistical methods which need a lot of time and ef 0, we

choose the average growth rate of the load demand which can be eaS|I t a rate of
economic growth and population [1].

[ J

Time and weather factors are selected from the pas ars a%g)ween 2010 and
2012. The time factors are selected from the wee m erns and weather
factors are picked from correlation among t [10] In order to
measure a correlation, we used the person correl coefffx thod and results can
be shown as Table 1 and Table 2.

Table 1. Correlalag},g)effm@n\h summer
load temp @dew Qy\\um hpa win
load !

temp 0.895665
dew 0. 7107.18 .134864 w

hum 0. 176 0. 160 o 528748 1
hpa 048081  -0.14238 1
win 434 @08961 -0.05868 -0.36261 -0.24729 1
e 2. Correlation coefficient in winter
v -
Lo temp dew hum hpa win
load

temo -0.6617 1
< @ -0.58172 0.856977 1
hiim -0.34752 0.461009 0.765228 1

hpa 0.090318 -0.15689 -0.17703 -0.07288 1
win 0.175425 -0.11674 -0.2122 -0.40506 -0.33922 1

Table 1 and Table 2 show the correlation coefficients between historical load demand
and each weather variable. The correlation between temperature and historical load for
the summer season has value 0.895665 and the next largest value is the dew point
which has value 0.710718. Also, in the winter season, the correlation between
temperature and historical load is -0.6617 as the most correlated parameter and as the
second, dew point is 0.58172. In the summer season, the load demand more strongly
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depends on the temperature than the winter season. Other weather factors are negligible
on the load demand because it has meaningless correlation coefficient.

Loadinpye = L(d-1,t) + L(d-2,t) +L(d-7,t) (7)

The input load data is consisted of hourly data of three days which are one day before,
two days before and one week before the day. Equation (7) denotes the input load
variable Loadin,, d is a day, and t is an hour.

4. Temperature Weight Generation

In order to improve the accuracy of short term load forecasting, we us elght
value of the temperature and dew point in every hours. The weight vah$‘j perature

is composed of two parts which are the Polynomial Regression cury, e variation
of the weather elements data. Dew point weight val ‘%d to a@ bias of the
weather weight that is related to load demand a ad demand has
closely related to the temperature and dew point relationship among

the weather elements which are the load demand, perat@dew point.

. S

=— femperature

deve point

o 4 o o o " o o e 4 47
L & 4 : # o T

S%We 1. Relationship among the weather elements

demand is changed dramatically when the temperature and dew point are
rais the same time. However, the load demand shows the less change when the
temperature is raised while the dew point is descended or the temperature is descended
while the dew point is raised. Table 3 shows the load demand changing with the
temperature and dew point fluctuation.

Table 3. load demand changing with temperature and dew point fluctuation

Temperature Increase Decrease
Dew point Increase Decrease Increase Decrease
o Insensitive Insensitive Sensitive
Load demand Sensitive increase .
increase decrease decrease
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Figure 2. Summer and winter I@m
Linear regression equations of the electrlc are representing the
temperature response in the summer and v%r seasons. re 2. shows the linear

regression model of the load demangd @

regression equations are given by: %\ @
Youm = -0.6569X3 + 51.29X? % & 1047%\\ (8)

Yuin = 0.0101x* + 0.2103%° - 3x2 s@x +3690.2 (9)

The equation Ygpn ;e s the Wr regression and the equation Y., represents
the winter regressi \ additio 5 |ation of weather factors is measured by the

equation (10)

is d)& ted with temperature. The

riance between one day ahead forecast temperature

and present t ratur z@ is the variance of dew point which is between one day
ahead forecast dew poi bd present dew point.

ATl = Tpresent - Tbefo@ (10)
ADi = Dpres@ before (11)
Qﬁther weight (W, ) is calculated under condition of the Table 3. If AT is
largerthan 0, the temperature is increased. In this situation, the weight increase
variance is adjusted by the dew point variance AD;. In the other hand, if AT, is less

than 0, the weight decrease variation is adjusted by the dew point variance AD,; .
W, = AT, +6 (12)

Where, @ is the bias of the weather weight
In the summer, if the temperature weight (w,) is increased, the weight value should
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be increased. On the contrary, if W, is increased in the winter season, it lead to decrease

the weight value because increased temperature reduces the heating load demand. The
temperature weight is applied to the proposed model using the equation (13).

If season == summer
Wi = Ysum+ VVi
Else If season == winter

Wi = YWin - Wi ®
A

The weather weight (W,) is added to the load prediction data (eqn@ ;4)). L, is
the load demand prediction data which is calculated by Bp\ﬁ%ﬁthm.Q)

L =L+ (L xW,) QQ 1\)&) (14)

5. Experiments and Results . O’Q \%

The proposed model derived the @( vari b@from the historical hourly load
demand dataset of the U.S. State %onnect%xring the years 2010~2012 and it is
tested on the summer and wintgr'sedSons 2012 with the actual load and weather data. To
implement the proposed model, we use { tlab 7.12.0. The hourly load demand and
weather data was stor.ed i %SQL which is retrieved by SQL query.

In order to evaluate erformanc the load forecasting model, the mean absolute
) [l@s considered to measure the accuracy of the load

percentage error
forecast perf between ctual load data and the forecasted load data. The

MAPE is defi S foll@
: _ﬁg‘ 15
Y, 100 (15)

Where, Y, @%actual load data, and Xi is the forecasted load data.
Fi r@ nd Figure 4 show the experimental results of the one day ahead load
pre%n in the summer and winter season.

Result of the load demand forecasting data

1 n
MAPE_NZ

n=1
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Figure 3. Load forecasting result of the summer season form July 9™ to
July 15", 2012
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Result of the load demand forecasting data
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Figure 4. Load forecasting result of the winter season from February 17

to February 23", 2012 .
Table 4. The result of the MAPE with weather weig/llt YY
Summer Winter 4 _ A %
Hours excluding including ex% - w ng
0 ~ 24h 9.2490 3.3786 6.8673 ¢ < | 3%459
24 ~ 48h 8.8202 2.3989 s 8 2.2713
48 ~ 72h 13.1150 3.3360 & 92971 N\, ) 115920
72 ~ 96h 16.0661 39576 15.0664 N, Y | 1.3154
96 ~ 120h 5.2823 1.7770 AL\ | 63404 Y 1.9196
120 ~ 144h 9.2400 1.6175( NY | 7.708% 3.7838
144 ~ 168h 19.6818 22179, 7.826% 4.1012
Average 11.6363 24604 7 A, | (873586 2.6613

N }&'
Table 2 presents the resulco E applieththe weather weights for 7 days. In the
summer, applying weather welght provi better performance than winter season

because the temperature a ew poi more effect on summer. Table 1 and Table
2 indicate that the cor n coeffi of summer temperature and the dew point

have higher numbe?xa winter seasdn. It means that using the composited weather

weight brings out ceur, casting in summer.
6. Conclusi <)

The load demand sting accuracy is the important factor to reduce the cost of
generating electricityNitthe electricity market. BPEL algorithm is being widely used for
load demand for ing. In order to improve the accurate forecasting, we used not only

t also seasonal approach. For recognizing the significant weather

weather fac\(/%'
factors, th G osed model used the correlation coefficient. Temperature and dew point
eotee by the result of the correlation analysis. The temperature and dew point
o-adjust the weather weight size, and the weather weight is used to determine
demand prediction. Summer and winter season have a different pattern of the
demand. Thus, the weather weight differently applied to each season which has
season’s own pattern of the electric consumption. This paper proposed the hourly load
demand forecast of a day ahead using BPL algorithm with weather weight. The
simulation on the actual load demand has shown the improvement of load forecasting
performance in both summer and winter season. In summer season, the error percentage
has been reduced about 77%, and in winter season, the error percentage has been
reduced about 68%.
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