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Abstract y ¢
Recently, Digital video is one of the important information media delivered o nternet

Browsing Service(VBS) that provides both the video cont, ideo browsing
by the real-time user interface on Web. For the scene s x ]

of video sequence, we proposes an efficient scene t etectipn meWhod that combines the
RGB color histogram with the x’(Chi Square) hzsto Z Res ey frames are linked by
both physical and logical indexing. This syste, lves th de editing and retrieval func-
tion of a VCR's. Three elements that are th , the fi ela& the subject are used for video

browsing. A Video Browsing Service @ lemeﬁ@ith MySQL, PHP and JMF under

Apache Web Server. @ &
Keywords: U-healthcare, ﬁrowsmg&%lce

1. Introduction

Digital video is st c and common media type of all the media types-text,
image, graphl dio”"and V it comblnes all the other media information into a single
data stream [1 recen & the enhancement of data compression and computer network
technology has enable thorization of a large amount of digital video content.

However, a larg nt of digital video that consisting of a great many frames is not easy
to handle. We must\ave an attractive means to handle our large amount of digital video. It is
often difficul nd both the appropriate video file and the portion of the video that is of
interest ﬁ € users may just want to see some interesting sequence of frames when they

0

wat
%eral, for the efficient handling of video, such as retrieval, editing and browsing of
video contents, a video stream is divided into a number of scenes or shots.

Scene change detection method divides the original video into a number of scenes or
shots, and extract the key frames [3, 4]. Key frames can be used to distinguish videos from
each other, summarize videos, and provide access points into them [4]. Key frames provide a
suitable abstraction and framework for video indexing, browsing and retrieval [5]. A key
frame is representative of a scene or a shot, so some researchers call it representative frame
[6] as well. However, it is difficult to determine the best representative frame that present the
best information of a scene or a shot.
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As a result of the great development in video compression and transmission, the use of
digital video in multimedia systems and on the Internet is becoming universal. In order to
make good use of the valuable multimedia resource, there is a need for content-based index-
ing, retrieval and browsing of video.

This paper proposes a Video Browsing Service(VBS) based-on scene change detection. A
new scene change detection method that combines the RGB color histogram with the x*(Chi
Square) histogram proposed. Extracted key frames are indexed both physically and logically.
Video retrieval system involves the function of a VCR(Video Cassette Recorder). Video
browsing consists of three functions; retrieval, browsing and playing of the video sCénes) *

The remainder of the paper is structured as follows. In Section 2, related n key
frame extraction is reviewed. In Section 3, our new scene change detectlc@t d for key
frame extraction and video indexing is described. In Sec He vid Ing system is
presented. Experimental results are given in Section 5 %

ect
are described. Q V

2. Related Work

cluding remarks

In video retrieval and browsing, key thractlgé very important and basic tech-

nique. Many researchers have deve% action methods for efficient video

handling and management. Q

Shot boundary detection se the V]d ream into shots, then the first frame of each
shot is the shot's key fram Ther e of the significant shot boundary detection
techniques, such as the & fferenc statistical scene change detection, the compres-
sion differences, and ge traclg%a

Visual cont e V1de re used for key frame extraction based on shot detec-
tion. These Vlbonte s color and motion features for content-based video browsing
[7]. In color feature base ria, the first frame will be selected as the first key frame. As a
reference frame, the @nce between this frame and current frames are compared. If the
distance exceeds a@nold, the current frame is used as a new key frame. In motion feature
criteria, the and’last frame will be selected in a zooming, and frames depending on over-
lapped scal E&af:?ming are extracted as key frames.

Wolf roposed the key frame extraction method based on motion analysis [8]. This
me@nalyzes the optic flow and the motion metric function. The motion metric is used as
a function of time to select key frames at the local minima of motion. Audio and image are
used for key frame selection [3]. Key frames are selected using the keywords of audio, the
image information and the camera motion. However, this technique is difficult to implement
automatically, since processing area is widely spread. Other key frame extraction methods
are following. There are frame difference [9, 10], color histogram method [11,12], video
object segmentation and tracking [13,14], edge distance [15] and wavelet measurement [16].

In this paper, proposes a Video Browsing Service (VBS) based on efficient scene change
detection method using both the color information and the %> histogram difference. Figure 1
shows VBS overview.
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Figure 1. @verv‘l \/!AQ
3. U-healthcare Service Scene \Q)
%\

3.1 Color Histogram and y’ ‘ﬂ!&gram

This section show sce ge det shot detection) methods that have used gen-
erally. Among the many &(‘15 we view the color histogram and y” histogram that
have used by many ers of 1med1a modeling, since this method were of the basis
for many histogra ence }%

In general, h togram ence is widely used for the detection of the abrupt scene
change [11, 12%Given @ [i and a subsequent frame /i+1, Hi(k) is the k-th histogram
value of the i-th frame, ‘% istogram difference can be described as following:

N-1 1
iyl = M 0 Huu(K) w

In Equatj &;, if we use 256-color level, 256 histogram values of frame /i and /i+1 and
istogram values for each bin are computed. If the sum of all differences ex-
shold, scene change is detected. This method is simple, but sensitive to changes

of motien and brightness.
And also, color histogram difference can be computed by individually separation of RGB
color space. This can be described as following:

deee (1, 1)) Z(|H (K)—H? (k)| (2)

+[HE ()= H P (K)
+[HP () - H (k)
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Because each color histogram value is computed individually, this method is more com-
plex than the method of Equation (1), but more flexible than it.

A y* Histogram gives considerably better results than the color histogram and template
matching. Therefore, many researchers apply this method to his study and projects. The
histogram difference can be described as following, where Hi(k) means the k-th bin value of
the i-th histogram :

. (H'(k)_H'k)2 (3)
dd,, 1) = A CO R (O
J Z; H
[ ]
Above equation can be transformed as following: x)

d(lia|j)=szi(k)2_Hj(k)2 @
k=1 °
This method is tolerant to local motion of object and \Sﬁci t&)other methods of

feature extraction. However, this method is also ser@ brightnes

3.2 A Proposed Histogram A\

This paper proposes a new scene chaction m. that combines the RGB color
histogram with the %*(Chi Square) hist(;%n. isto ragélif erence will be computed by con-

verting the RGB color space into the ?( ace. {ég be described as following:
0 ((H @ \H TK))? 5
d e I ! 0 +
(1, 1) ;(@F’( o @

| D

_H?
i ! 0.587 +

H? (
x 0.114)J /3

This method is more ient and flexible than other methods, since it is tolerant to the
motion of camera ang%cts, and good for detection of abrupt and gradual scene change.

As a result of stene change detection method, key frames are extracted at the point
when the grgat frante difference occurred. That is, when the histogram difference exceeds a
given thres first frame at just point selected as a new key frame and these key frames
are key fi of shots.

3.3@ and Shot Boundary

Scene change detection extracts key frames and separates shots from video streams. That
is. These key frames are key frames of shots, and shot is consisting of subsequent frames. In
news video, an anchor frame is representative of an item of news. Therefore, each anchor
frame is the key frame of each news scene that consists of several shots. Figure 2 shows this
scene and shot structure.
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Figure 2. Scene and s ; cture
nge de %n)ls the key frame of the

Consequently, the key frame extracted by scene
shot, and shot consist of subsequent frameen cp d next key frame. Anchor

frame is the key frame of the scene, and® K consist 0 equent shots between current

anchor shot and next anchor shot.

<
4. Video Browsing Serv1cQ€) g\\

4.1 Indexing of Key Fra \
Key frame 1ndex1ng' dament ess for the retrieval and browsing of video. Key
frame indexing has pe ed by beth physically and logically as Figure 3.

Figure 3. Physical and logical indexing
Physical indexing links together key frames by the temporal sequence of video scenes(VSi).

And logical indexing links together key frames by the date, the field, or the subject, for the
efficient retrieval and browsing of the user's interest.
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Figure 4. Logical mdex@'&etn va

Figure 4 shows detailed logical indexing st for retr evalyTherefore, users can select
the required date, field and/or subject, then t@) oper sce;& accessed real-timely and user

can view it immediately.
S AL
N

4.2 Video Browsing ‘;
Most users may want to use fastorward a%ewmd function as in the VCR's. When users
will play and watch a video,fhey may j to skip over some uninteresting sequence of

frames. Therefore, Vlde g syst olves the function of a VCR and provides the
video editing serv1 as th fra e segmentation and merge, the concatenation of
frames and scenes e del %ﬂames and scenes.

ce consists of three parts; they are retrieval, browsing

In Web thﬁ rowsmg
and playing o ideo e . For the retrieval of the video scene, the three retrieval ele-
ments that are the date, thg field and the subject are used. Each of three elements is used sep-
arately or compositiv, 19@r the retrieval. In the browsing of the video scene, retrieved scenes
are viewed and li@ISO, the information of the selected scene and frame is described in
n

detail. The video playing part can play the retrieved or the selected video scene and present
all informat@ﬂhe currently playing video scene.
ental Results

dy has been carried out using three different News videos of three different TV
Broadcasting Stations. Three Broadcasting Stations are KBS, MBC and SBS. In the experi-
ment, the original video streams are AVI format and exactly 300 second long. And video
streams are captured by 5 frames per second, then frames are normalized on size of 400 x 300
pixel.
Figure 5 shows key frame extraction and editing system. When a captured input video is
selected and threshold is given from user, key frames are extracted. Among the extracted key
frames, some of frames that is unnecessary are can be deleted.
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Figure 5. Example of key fram %ctk@&}ﬁ%ting
Physical indexing is a temporal sequence it f key fr he edited key frames are
manually indexed on dates, fields and subyec@' isisa 1 1ndexing
Table 1 shows the results of key fr xtra tlo@smg three scene change detection

methods, where TKF is a total n xtr y frames and EKF is the number of
error key frames. As showing int lts a ro d method that combined the RGB color

histogram with the %* (Chi Square)*histogt more efficient and optimal, since both the
total number of key frames a@the nul\'@érror key frames are less than other methods.

ﬁ\be 1. Then.&sults of key frame extraction

QQ TV A@en‘e Detection Method TKF EKF
% @ Color Histogram 46 15

X ? Histogram 44 13
A Proposed Method 38 7

@‘b Color Histogram 46 17
MBC X ? Histogram 42 13
%y A Proposed Method 34 5
Q Color Histogram 58 25

SBS X ? Histogram 53 20

@ A Proposed Method 40 7

Figure 6 shows example of video retrieval. Video scene has been retrieved according to
date, field and subject. The area of retrieved video scene can be increased or decreased by
user's manipulation. Users can select their interested issue and play and watch the selected
video scene.
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Figure 6. Example of video ﬁval

A video browsing service has implemented W1@ JMF under Apache
Web Server. We have developed the medium tabas ySQL and the database
access interface in PHP. And also, we hilVe ped a/lc%playmg service in JMF (Java
Media Framework)

Figure 7 show video retrieval and 11 trlev V@) scenes on Web. Date and field are
selectable and subject can be re e e results of this are listed below ac-
cording to the access frequencA:ers can se%t ofie of listed results, and then selected item
will be browsed as in Flgure

RN P R
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|

L] o

Figure 7. Example of video retrieval on Web

Figure 8 shows video browsing and brief information. The suitable video scenes for se-
lected item of lists are browsed on Web. When users select one of browsed scenes, the brief
information of scene is presented.

312 Copyright © 2014 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.1 (2014)

lex-tctne = Nitvoul It GIIS!
IO BEE I EAWIE D SAFE

wEE .+ Q[ 4 Dau wEAR IE=EA D P D E
244D [@ rao //202.31.147.2)scene e =] Qo8| 23"
& e et 060) )

e T CELEES] | T
ST

. Qv

Figure 8. Example of video bro on Wi
Figure 9 shows video playing and detailed mfo users select the de-
tailed item, detailed information of the scene W111 sent users select the video
vi and detailed information

watch, video scene will be played and user can tchlng the
will be presented too. '6 \
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\%r Figure 9. Example of video playing on Web

&luision

Thigpaper proposed a Video Browsing Service(VBS) that provided both the video content
retrieval and the video browsing by the real-time user interface on Web. We proposed a new
scene change detection method that combined the RGB color histogram with the x*(Chi
Square) histogram. This new method gave better result than the result from individually using
of the color histogram or the * histogram.

Key frame indexing has performed by both physically and logically. Also, this system
provided the function of a VCR's and the video editing services. On Web, the remote video
browsing consisted of three parts: retrieval, browsing and playing of the video scenes.

In the near future, more efficient key frame extraction method based on semantic features
should be developed. And semantic feature-based video retrieval and browsing framework on
Web should be more enhanced than current many simple methods.
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