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Abstract 

This paper proposes a new IPv4/IPv6 traversal scheme based on a scalable network-based 

IP mobility management system, called Access Independent Mobile Service (AIMS), which 

can provide MNs with high-quality mobility services over various wireless access networks. 

The proposed AIMS with IPv4/IPv6 Dual Stack Support (AIMS-DS) scheme can support an 

MN moving continuously across the IPv4/IPv6 coexisting networks by IPv4/IPv6 address 

binding and dynamic transport control based on the IP-in-IP tunnel method. It inherits the 

novel features of the AIMS system including complete separation control and data planes in 

the core network and cross-layer (layer2 and 3) interworking method for handover control 

optimization. The performance evaluation results from our simulation study show that the 

proposed scheme properly handles a dual stack MN’s handovers across IPv4/IPv6 coexisting 

networks. It is also shown that the proposed scheme outperforms the existing approach in 

some performance factors including packet delivery latency and handover latency. 
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1. Introduction 

Research interests in advanced networking technology to provide mobile users with 

continuous high-quality communication environment are ever increasing as demands of 

various multimedia convergence services grow at an astonishing rate over wired/wireless 

access networks. One of major challenges in this research area is how to make the mobile 

users do not suffer from service disruption or degradation during moving across 

heterogeneous networks.  

To satisfy this requirement, a lot of researches have been introduced to propose fast and 

efficient mobility management protocols based on the IP-based Internet architecture. Those 

researches standardized by Internet Engineering Task Force (IETF) can be divided into two 

categories, which are host-based [1-7] and network-based [8-12] approaches. The Mobile 

IPv4 (MIPv4) [1] and the Mobile IPv6 (MIPv6) [3] are well-known host-based approaches to 

support global mobility of a mobile node (MN). They allow an MN to move across different 

IP domains while maintaining the MN’s network reachability and ongoing sessions with a 

permanent home address (HoA). In the approach, an MN is directly involved in the mobility 

control procedure with the home agent (HA) whenever it moves between different networks. 
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On the other hand, a network-based mobility management approach, called Proxy Mobile 

IPv6 (PMIPv6) [8], provides a control framework which does not require an MN’s 

participation in the mobility control procedure. In the PMIPv6, some mobility support nodes 

residing in the network recognize an MN’s movement and perform the control procedure on 

behalf of the MN. Compared to the host-based approach, the network-based approach 

generally has several advantages, such as faster handover control, lower signaling overhead 

over wireless links, and little changes of an MN’s protocol stack. 

With those mobility management approaches, we can consider a situation that an MN 

moves between IPv4 and IPv6 networks. However, the existing approaches mainly address 

mobility within a single IP addressing architecture such as IPv4-only or IPv6-only network. 

Thus the IPv4/IPv6 traversal scheme could be another important research issue to support 

seamless mobility in the IPv4/IPv6 coexisting network environments. Though many 

researchers prospect that IPv6 will replace IPv4 in the future, the IPv6 is not widely deployed 

yet. It is expected that the migration from IPv4 to IPv6 will take a considerable time so that 

the changes do not cause much inconvenience and confusion of the users. During the period 

of migration, it is expected that both IPv4 and IPv6 addresses would coexist over various 

types of networks and MNs will move among networks configured with different IP 

addressing systems. It is reasonable to assume that a MN will need a support for both IPv4 

and IPv6 addresses to be used by the upper layer protocols according to the purpose and 

circumstance. Many researchers have interests in this IPv4/IPv6 traversal issue with mobility 

support [13, 14].  

In this paper, we propose a new IPv4/IPv6 traversal scheme based on a scalable network-

based IP mobility management system, called Access Independent Mobile Service (AIMS), 

which can provide MNs with high-quality mobility services over various wireless access 

networks. The AIMS system is another well-known IP mobility management approach 

introduced in several ITU-T Next Generation Network (NGN) standards [15-17]. Since the 

AIMS system was designed for IPv4-only networks, in this paper, we address some enhanced 

issues to extend it to support an IPv4/IPv6 dual stack MN moving across the IPv4/IPv6 

coexisting networks. Those issues include IPv6 HoA mobility support, IPv6 transport support 

and IPv4/IPv6 traversal in the IPv4/IPv6 coexisting networks. 

 

2. Related work 
 

2.1. Dual stack Mobile IPv6 

The dual stack MIPv6 (DS-MIPv6) [14] extends the MIPv6 capability to allow an 

IPv4/IPv6 dual stack MN to request its HA to forward IPv4/IPv6 packets destined to the 

MNs’ HoAs to their IPv4/IPv6 Care-of-Addresses (CoAs). In the DS-MIPv6, an MN and the 

HA are considered as IPv4/IPv6 dual stack nodes. That is to say, an MN configures both IPv4 

and IPv6 HoA/CoAs and registers those addresses to the HA, which is connected to both IPv4 

and IPv6 networks. As shown in Figure 1, the DS-MIPv6 considers three scenarios according 

to the type of an access network: IPv6 network, IPv4 network and private IPv4 network. 

The DS-MIPv6 defines two new options, which are IPv4 HoA option in Binding 

Update (BU) message and IPv4 address acknowledgement (ACK) option in Binding 

ACK (BA) message. When visiting an IPv6 network, an MN configures its CoA with a 

global unique IPv6 address and sends a BU message to the IPv6 address of its HA. This 

BU message includes an IPv4 HoA option. When receiving the BU message, the HA 

creates two binding cache entries, one for the MN’s IPv4 HoA and the other for the 

MN’s IPv6 HoA. Both HoAs point to the MN’s IPv6 CoA. Therefore, the MN and the 

HA establish two different tunnels, one for its IPv4 traffic (IPv4-in-IPv6) and the other 
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for its IPv6 traffic (IPv6-in-IPv6) as shown in Figure 2. Whenever a packet is addressed 

to the MN’s IPv4 or IPv6 HoA, the HA will forward them via those bi-directional 

tunnels to the MN’s IPv6 CoA. After binding cache entries are created, the HA sends 

the BA message to the MN. This includes an IPv4 address ACK option. This option 

informs the MN whether the binding was accepted for the IPv4 home address.  
 

     
 

      Figure 1. DS-MIPv6 scenarios           Figure 2. Packet delivery of DS-MIPv6 
 

When visiting an IPv4 network, an MN configures its CoA with a global IPv4 

address sends a BU message to the HA using IPv6-in-UDP-in-IPv4 encapsulation. This 

BU message includes two options, which are IPv4 HoA option and IPv4 CoA option. 

After accepting the BU message, the HA updates its binding cache entries related to the 

MN or creates a new binding cache entry if such an entry does not exist. Then both 

IPv4 and IPv6 binding cache entries will point to the MN’s IPv4 CoA. Thereafter, the 

MN and the HA establish two different bi-directional tunnels, one for its IPv4 traffic 

(IPv4-in-IPv4) and the other for its IPv6 traffic (IPv6-in-IPv4). All packets destined to 

the MN’s IPv4 or IPv6 HoAs will be forwarded to the MN’s IPv4 CoA via these bi -

directional tunnels. After those binding cache entries are updated, the HA sends a BA 

message to the MN. This message includes IPv4 address ACK option and Network 

Address Translation (NAT) detection option. The NAT detection option is used to 

indicate whether a NAT was in the path between a MN and the HA. 

 

2.2. Dual stack Proxy Mobile IPv6 

Several network-based mobility management schemes have been introduced to minimize 

the functional changes on an MN. The PMIPv6 defines a Localized Mobility Management 

(LMM) domain and specifies the architecture and protocol to handle mobility within an LMM 

domain with a network-based manner [8]. An LMM domain is composed of the Local 

Mobility Anchor (LMA) and some Mobility Access Gateways (MAGs). An MAG initiates an 

IP handover procedure and performs a registration of an MN’s location. The LMA manages 

the location information of an MN while it is moving among MAGs. A data tunnel is 

established between the LMA and each MAG to forward packets for MNs. When an MN 

enters an MAG’s area, the MAG registers its own IP address with the LMA as the MN’s 

CoA. The MN’s HoA does not change in a single LMM domain. By managing the binding 

information of each MN’s HoA and CoA, the LMA can properly forward packets from the 

outside of the LMM domain to MNs. 
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       Figure 3. IPv4 support in PMIPv6     Figure 4. Packet delivery of DS-PMIPv6 
 

The network-based control architecture significantly reduces functional updates required to 

an MN and shortens the latency to handle an IP handover. However, since it is designed for a 

managed area, i.e., LMM, there are some limitations to be applied to the wide-area network 

such as Internet. If an LMM domain is configured too widely, it is difficult to escape the 

inherent problems of the current host-based IP mobility approaches: triangle routing and 

bottleneck at the LMA. On the contrary, if the size of an LMM domain is too small, there 

would be quite frequent handovers between different LMM domains. Those inter-domain 

handovers will require another scheme (e.g., MIPv6) to support global mobility over the 

Internet. This may trivialize the advantages of PMIPv6, especially in case of vertical 

handovers across heterogeneous networks. 

The dual stack PMIPv6 (DS-PMIPv6) [13] extends the PMIPv6 to add IPv4 support. As 

shown in Figure 3, the scope of IPv4 support in the PMIPv6 is two-fold: IPv4 HoA mobility 

support and IPv4 transport network support. To support an IPv4/IPv6 dual stack MN, the DS-

PMIPv6 enables the MN to obtain an IPv4 address and uses it as a HoA in any of access 

networks in the PMIPv6 domain. That is, an MN does not need to be newly allocated or 

assigned with an IPv6 address to enable IPv4 HoA mobility support. To do this, the mobility 

entities in the PMIPv6 domain (MAGs and LMA) need to exchange the PMIPv6 signaling 

messages over an IPv4 transport. With considering the existence of an NAT device in the path 

between an MAG and the LMA, they also have a function of UDP and IPv4 encapsulation for 

IPv6 packets containing the Proxy BU and the Proxy BA messages. The IP traffic delivered 

between an MAG and the LMA is encapsulated according to the IP address type of transport 

network between them, as shown in Figure 4. 

 

3. Access Independent Mobile Service 

The Access Independent Mobile Service (AIMS) system [11] is another network-based IP 

mobility management framework which harmonizes well with wide-scale heterogeneous 

networks. It was designed to provide an MN using an IPv4 address with a fast and reliable 

mobility service over the Next Generation Network (NGN). The AIMS system has some 

novel features including the network-based mobility control, the complete separation method 

of control and data plane, and the cross-layer (layer2/layer3) interworking for handover 

control optimization. 

Figure 5 shows the AIMS system architecture. It consists of three functional entities: 

Mobility Information Control Server (MICS), Handover Control Agents (HCA), and 

point of attachment (PoA). To separate a signaling path from the other data paths, we 

assume that a core network is based on the Multi-Protocol Label Switching (MPLS) 

architecture and mobility control messages are delivered through Label -Switched Paths 
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(LSPs). This architecture has been standardized in the ITU-T Y.2807, Q.1708 and 

Q.1709 [15-17]. 
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Figure 5. AIMS system architecture 
 

The MICS manages the binding information of an MN’s L2 identifiers (IDs), HoA 

and CoA. When an MN performs a handover between different access networks, the 

MICS updates its binding information and controls the IP-in-IP tunnels among HCAs to 

adjust the data path to the MN’s new location. The MICS periodically collects the status 

information of access networks (i.e., available resources, link cost, handover latency, 

etc.) and then supports an MN’s network selection procedure based on this informat ion.  

An HCA is located at a gateway router connecting a core network and each AN. It is 

in charge of detecting an MN’s movement and supporting handover signaling with the 

MICS on behalf of an MN. When the HCA detects an MN’s L3 handover, it allocates 

the MN’s CoA and informs the MICS of an MN’s movement with handover information 

including the MN’s CoA and L2 ID. In addition, the HCA performs a location query 

procedure with the MICS to deliver packets between two MNs staying in different 

access networks. With the location query procedure, the HCA obtains the information 

of a destination MN’s CoA (i.e., the corresponding HCA’s IP address) from the MICS 

and establishes an IP tunnel between those two HCAs.  

In the AIMS system, a PoA has two functionalities, one is to report an MN’s access 

network attachment to the HCA and the other is to cache and to send Router 

Advertisement (RA) messages delivered from the HCA. When an MN is newly 

associated with a PoA, the PoA immediately informs an upper HCA of the MN’s 

attachment. This enables the HCA to detect the MN’s handover and initiates the 

relevant control procedure accordingly. In addition, a PoA caches the RA message 

delivered from the HCA and passes it to an MN immediately after an MN’s L2 

handover to reduce the gateway address configuration latency.  

 

4. AIMS with IPv4/IPv6 Dual Stack Support 

Based on the AIMS architecture, this paper proposes a scheme to provide seamless 

mobility support to an IPv4/IPv6 dual stack MN over the IPv4/IPv6 coexisting networks, 

called AIMS with IPv4/IPv6 Dual Stack Support (AIMS-DS). Some considerations to design 

the AIMS-DS system are as follows. 
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 IPv4/IPv6 address configuration: When a dual stack MN first initiates network access, 

the HCA in the AIMS-DS system allocates both IPv4 and IPv6 HoAs to the MN. 

 Transport of RA messages: An HCA managing an access network provides a dual stack 

MN with IPv4 or/and IPv6 RA messages according to the network policy and the IP 

address type of an MN. 

 IPv4/IPv6 HoA mobility support: The AIMS-DS system should provide mobility support 

for a dual stack MN as well as an MN with only a single IPv4 or IPv6 address. To do this, 

the AIMS-DS system manages information of the IP address type of an MN from the 

beginning of its first network access. 

 Mobility binding information management: The MICS and HCAs have their own 

binding cache entries including an MN’s information of L2 IDs, HoA(s), CoAs and so on. 

To support two types of IP addresses, they manage binding cache entries of an IPv4 HoA 

and an IPv6 HoA separately. 

 

4.1. Network attachment and initial registration 

Figure 6 shows the procedure of an MN’s network attachment and initial registration 

with the AIMS-DS system. 
 

 
 

Figure 6. MN’s initial registration of AIMS-DS 
 

(1) An MN first attaches to a target PoA through the layer 2 (L2) association. Then the PoA 

starts an authentication process for the MN with an authentication, authorization and 

accounting (AAA) server, called Converged User Profile Server (CUPS). 

(2) After the MN’s authentication is completed, an L2 event trigger, called Link_Up, is 

immediately generated in the PoA. This triggering can be implemented with the Media 

Independent Handover functions specified in the IEEE standard 802.21 [18]. Then the 

PoA extracts the MN’s L2 ID information from the trigger and sends a Location_Report 

message containing the MN’s L2ID to the upper HCA. This initiates the network-based 

L3 registration procedure.  

(3) In addition, the PoA immediately sends the MN cached RA messages which are 

periodically delivered from the gateway routers (i.e., HCA). RA messages are IPv4 and/or 
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IPv6 messages. Based on these two types of RA messages, the MN configures its default 

gateway router information with little latency after initial attachment. 

(4) When the HCA receives a Location_Report message from the PoA, it looks up its 

Mobility Binding Table (MBT). If a binding entry for the MN is not found, the HCA 

knows that the MN is just attached to the network (initial registration case) or has moved 

from another access network (L3 handover case). Then, the HCA creates a new binding 

entry for the MN and updates the MBT with information of the Location_Report message.  

(5) Subsequently, the HCA sends a Location_Registration message to inform the MICS of the 

MN’s attachment or handover. This message contains the MN’s L2 ID and CoA (i.e., 

HCA’s IP address). The type of this CoA depends on whether a core network is 

configured with an IPv4 or IPv6 address.  

(6) When the MICS receives the Location_Registration message, it checks its Global Binding 

Table (GBT) used to store binding information of each MN’s HoA, CoA and L2 IDs. If 

the binding entry for the MN does not exist, the MICS knows that this is MN’ s first 

network access (initial registration case). The MICS creates a new binding entry for the 

MN and updates the GBT with information of the Location_Registration message.  

(7) Then the MICS requests MN’s information by sending an Information_Query message to 

the CUPS. The CUPS responds to the MICS with an Information_Query_ACK message 

which carries the MN’s information of L2 ID list and IP address type (i.e., IPv4, IPv6 or 

both). Accordingly, the MICS updates a binding entry for the MN in its GBT according to 

this message. 

(8) To reply the Location_Registration message, the MICS sends the HCA a 

Location_Registration_ACK message. This message includes the MN’s HoA field set to 

NULL, which enables the HCA to perceive the MN’s initial registration. It also includes 

the information to show the IP address type of the MN’s HoA to be supported by mobility 

management.  

(9) On receiving the Location_Registration_ACK message, the HCA allocates the MN’s HoA 

depending on the information from the message and updates the MN’s entry in the MBT. 

Then the HCA sends HoA update messages to the MICS and the MN respectively, to 

notify the MN’s newly allocated HoA. With this message, the MICS updates MN’s entry 

in the GBT and the MN configures its new IP address. Finally, they responses to the HCA 

with an HoA_Update_ACK message. 
 

4.2. Handover control 

 

 

Figure 7. Handover control of AIMS-DS 
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When an MN moves between different access networks, the HCA in the AIMS-DS 

system detects the MN’s layer 3 (L3) handover and performs mobility control signaling 

on behalf of the MN. The procedure of an L3 handover is quite similar to the procedure 

of initial registration, as shown in Figure 7. Some differences between two procedures 

are as follows. 

(1) An MN’s HoA allocation is omitted because the MN has already obtained its HoA during 

the initial registration procedure. The HoA is used without any changes until the MN 

finally disconnects a network access. The MN’s HoA is informed to the HCA through a 

Location_Registration_ACK message. 

(2) The MICS maintains the MN’s L2 ID list and IP address type support information (IPv4, 

IPv6 or both) through the initial registration procedure. Thus the MICS does not need to 

send an Information_Query message to the CUPS. 

(3) A localized and proactive authentication process for the MN can be applied since the 

MN’s L2 ID does not need to be registered again with the CUPS. The authentication 

cache information of the MICS may further accelerate the handover control procedure. 

(4) During the initial registration procedure, a Location_Registration_ACK message explicitly 

includes the information to show the IP address type of the MN’s HoA to be supported by 

mobility management. However, during the handover control procedure, the HCA knows 

an MN’s IP address type information by implication through the MN’s HoA list (IPv4, 

IPv6 or both) in the Location_Registration_ACK message. 

 

4.3. Data packet transport 

Besides mobility control signaling, one of main functions of the HCA is to configure 

a data path for the delivery of an MN’s packets heading for another MN in the different 

access networks, which is denoted as a correspondent node (CN). Through the location 

query procedure with the MICS, the HCA obtains the information of the CN’s CoA 

(i.e., the correspondent HCA’s IP address) and establishes a bi-directional IP tunnel 

between the correspondent HCA and itself. The IP address type of the core network 

decides the type of IP tunnel between those two HCAs. That is, if the core network is an 

IPv4 network, IPv4-in-IPv4 or IPv6-in-IPv4 tunnels will be created between HCAs. 

Otherwise, the IPv4-in-IPv6 or IPv6-in-IPv6 tunnels will be established for data 

delivery between HCAs. Figure 8 shows the data packet transport procedure in the 

AIMS-DS network. 

 

 

Figure 8. Data packet transport of AIMS-DS 
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(1) When an MN residing in the HCA#1’s domain transmits packets to a CN in the HCA#2’s 

domain, these packets are first delivered to HCA#1 which is a gateway router of the MN’s 

network. These data packets can be delivered to HCA#1 by either IPv4 or IPv6 sessions. 

(2) The HCA#1 looks up its Packet Forwarding Table (PFT) to check whether there already 

exists a forwarding entry (i.e., an existing IP tunnel) for packets’ destination (CN’s HoA). 

If the forwarding entry exists in the PFT, the HCA#1 immediately encapsulates the 

packets and sends them to the HCA#2 through the existing IP tunnel. Otherwise, the 

HCA#1 temporally stores the packets in its buffer and sends a Location_Query message to 

the MICS to obtain the information of the CN’s CoA (HCA#2’s IP address). 

(3) On receiving the Location_Query message, the MICS looks up the GBT to obtain a CoA 

(HCA2’s IP address) bound to the CN’s HoA. And then, the MICS sends a 

Location_Response message containing the information of a CN’s CoA (HCA#2’s 

address) to the HCA#1. Subsequently, the MICS sends a Location_Notification message 

to inform HCA#2 of the need of a new IP tunnel establishment between the HCA#1 and 

the HCA#2. This notification message contains the MN’s HoA and CoA information.  

(4) According to the CN’s CoA information in the Location_Query_Response message, the 

HCA#1 builds a new IP tunnel for a CN’s HoA and adds a new entry coupled with a CN’s 

HoA in its PFT. The new IP tunnel can be one of IPv4-in-IPv4, IPv6-in-IPv4, IPv4-in-

IPv6 and IPv6-in-IPv6 tunnel, depending on the IP address type of a core network and the 

packet delivery session. 

(5) With the Location_Notification message, the HCA#2 also establishes a new IP tunnel for 

an MN’s HoA and adds a new entry coupled with an MN’s HoA in its PFT. After that, the 

HCA#2 replies to the MICS with a Location_Notification_ACK message. 

(6) Through above procedures, the HCA#1 and the HCA#2 have a bi-directional IP tunnel 

between them for packet delivery for the MN and the CN. After completion of IP tunnel 

establishment, the HCA#1 encapsulates and forwards packets being temporally stored in 

its buffer through the IP tunnel. 

 

4.4. Downlink traffic delivery during a handover 

Figure 9 illustrates a handover control procedure of the AIMS-DS system in the 

aspect of continuity of downlink packet delivery to an MN moves across different 

access networks (i.e., from HCA#1’s domain to HCA#2’s domain). 

 

 

Figure 9. Handover data flow of AIMS-DS (downlink traffic) 
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(1) After moving to a new access network (i.e., HCA#2’s domain), an MN attaches to a target 

PoA through the layer 2 (L2) association. Then the PoA immediately sends the MN 

cached RA messages. These messages could be IPv4, IPv6 or both. According to the 

currently active IP stack, the MN configures its IPv4 or IPv6 default gateway router 

information with those RA messages. 

(2) When receiving a Location_Report message from the PoA, the HCA#2 sends the MICS a 

Location_Registration message containing the MN’s L2 ID and CoA (i.e., HCA#2’s IP 

address). The CoA type depends on whether the core network is configured with IPv4 or 

IPv6 addresses. 

(3) When the MICS receives a Location_Registration message, it searches its GBT to find a 

CN’s location (i.e., HCA#3’s IP address) and sends a Location_Notification message to 

the HCA#3. The notification message informs the HCA#3 of a new CoA of the MN (i.e., 

HCA#2’s IP address). Then the HCA#3 changes the IP tunnel’s endpoint so that data 

packets destined to the MN can be delivered to the HCA#2. 

(4) Simultaneously, the MICS informs the HCA#2 of the need of an IP tunnel for the MN by 

sending a Location_Registration_ACK message. Then the HCA#2 establishes a new IP 

tunnel endpoint connected to the HCA#3. 

(5) While updating the IP tunnel, some packets over the old IP tunnel between the HCA#1 

and the HCA#3 could be lost by dropping at the PoA or wireless link. The new IP tunnel 

between the HCA#2 and HCA#3 can be one of IPv4-in-IPv4, IPv6-in-IPv4, IPv4-in-IPv6 

and IPv6-in-IPv6 tunnel, depending on the IP address type of a core network and the 

packet delivery session. 

 

4.5. Uplink traffic delivery during a handover 

The overall procedure for handover control to provide continuity of uplink packet 

delivery in the AIMS-DS system is not much different with that for downlink packets 

described in the previous section. Figure 10 shows the control message flow to update a 

data tunnel for an MN’s handover. 

 

 
 

Figure 10. Handover data flow of AIMS-DS (uplink traffic) 
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(1) After attaching to a new access network (i.e., HCA#2’s domain), an MN configures its 

IPv4 or IPv6 default gateway router information using the RA messages from the PoA. 

This process is quite similar with the downlink case. The only difference is that the 

packets generated by the MN are lost before the change of default gateway router is 

completed. 

(2) When receiving a Location_Report message from the PoA, the HCA#2 sends the MICS a 

Location_Registration message and then buffers the data packets from the MN since it 

recognizes the MN’s handover. The buffering is maintained until a data tunnel is updated 

successfully to handle the MN’s handover. 

(3) Simultaneously, the HCA#2 sends the MICS a Location_Registration message containing 

the MN’s L2 ID and CoA (i.e., HCA#2’s IP address). The CoA type depends on whether 

the core network is configured with IPv4 or IPv6 addresses. 

(4) The subsequent procedure is equivalent with the downlink case. When receiving a 

Location_Notification message from the MICS, the HCA#3 changes the IP tunnel’s 

endpoint so that data packets destined to the MN can be delivered to the HCA#2. Also the 

HCA#2 creates a new IP tunnel endpoint connected to the HCA#3 when receiving a 

Location_Registration_ACK message from the MICS. 

(5) The new IP tunnel between the HCA#2 and HCA#3 can be one of IPv4-in-IPv4, IPv6-in-

IPv4, IPv4-in-IPv6 and IPv6-in-IPv6 tunnel, depending on the IP address type of a core 

network and the packet delivery session. 
 

5. Performance evaluation 

In this section, we present the performance evaluation results of the AIMS-DS system from 

our simulation study. We first analyzed the proposed scheme’s performance in the IPv4 

network environment and compared them with those of the PMIP. The measured performance 

metrics are packet delivery latency, handover latency and packet loss. In addition, we also 

present some performance measurement results of the AIMS-DS system over various 

IPv4/IPv6 network environments. 
 

5.1. Simulation study in IPv4 networks 
 

 

Figure 11. IPv4 network topology for simulation study 
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Figure 11 shows the network topology configured for our simulation study of both 

AIMS-DS and PMIP in the IPv4 networks. The MICS (LMA in case of PMIP) and three 

HCAs (MAGs in case of PMIP) are located at the boundary of the core network. All 

intermediate routers are MPLS Label-Switched Routers (LSRs) to establish LSPs in the 

core network. We consider only one PoA is connected to each HCA and 10 fixed hosts 

are attached to each PoA. In the simulation, a CN resides in the HCA3’s access network 

while an MN continuously moves between the PoA1 connected to the HCA1 and the 

PoA2 connected to HCA2 with an L2 handover latency of 50 milliseconds. 
 

Table 1. Background traffic 

Background 

traffic 
# of sessions Traffic volume 

Case 1 0 No traffic 

Case 2 228 91.2 Mbps 

Case 3 250 100 Mbps 

Case 4 280 112 Mbps 

 

Table 2. Simulation parameter configuration 

Parameters values 

Link bandwidth between an MN and a PoA 10 Mbps 

Link bandwidth between a PoA and a HCA 100 Mbps 

Link bandwidth in a core network 100 Mbps 

 

To make our simulation configuration more realistic, we considered four different 

cases of background traffic with UDP data packets of 400 kbps per session, as shown in 

Table 1. Under the background traffic described above, the MN and the CN exchange 

UDP data packets with each other with the rate of 512 Kbps. The network configuration 

parameters for simulation are summarized in Table 2. 

 

     
(a) Packet delivery latency                             (b) Handover Latency 

Figure 12. Performance comparison in IPv4 network 
 

Figure 12 presents the performance results of AIMS-DS and PMIP simulated over the 

IPv4 network topology shown in Figure 11. Figure 12(a) shows the comparison of 

packet delivery latency of the AIMS-DS system and the PMIP derived from four cases 

of background traffic. As shown in the figure, it can be seen that the packet delivery 
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latency of the proposed scheme is quite less than that of PMIP. Also it shows that the 

packet delivery latency of the proposed scheme is not much influenced by diverse 

volumes of background traffic while that of PMIP increases considerably with the 

volume of background traffic. It is analyzed that this advantage of the AIMS-DS system 

is due to the route optimization feature which establishes a direct IP tunnel between two 

HCAs for packet delivery. Thus data packets are delivered along the shortest routing 

path in the core network. Moreover, this feature of the AIMS-DS system can address a 

bottleneck problem in a specific node such as the LMA in the PMIP network. 

Figure 12(b) depicts the comparison of average handover latency for downlink 

packets of the proposed scheme and PMIP. From the simulation results, as the network 

becomes congested, the handover latency of PMIP increases rapidly. It becomes 2~3 

times higher than that of the AIMS-DS in the Case 3 and 4. On the other hand, the 

AIMS-DS system does not suffer from such network congestion as Figure 12(b) shows 

that the handover latency is not much changed with the volume of background traffic. 

We understand that this is because the AIMS-DS system does not have a single 

bottleneck point problem which can arise at the LMA in the PMIP network. 

 

5.2. Simulation study in IPv4/IPv6 coexisting networks 

 

 
 

Figure 13. IPv4/IPv6 coexisting network topology for simulation study 
 

Figure 13 shows the network topology for the simulation study to measure the performance 

of the proposed AIMS-DS system over various IP network environments. In the simulation, 

we considered four IP network configurations according to the IP address types, which a core 

network and an access network uses IPv4/IPv4, IPv4/IPv6, IPv6/IPv4, and IPv6/IPv6 

addresses, respectively (see Table 3). In this simulation, we did not consider the L2 handover 

latency because it does not affect the performance evaluation results of the proposed L3 

mobility management scheme. We assumed that no background traffic exist in the network 

because the performance in the congested network is presented in the previous section. We 

configured that the MN and the CN exchange UDP data traffic with an inter-arrival time of 

0.1 milliseconds and with each packet’s payload size of 128 bytes. The network configuration 

parameters for simulation are the same with those in Table 2. 
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Table 3. IPv4/IPv6 coexisting network configuration 

 Access Network Core Network 

Case 1 IPv4 IPv4 

Case 2 IPv4 IPv6 

Case 3 IPv6 IPv4 

Case 4 IPv6 IPv6 

 

The packet delivery latency of the AIMS-DS system according to different IP address 

types are shown in Figure 14(a). Each latency value was measured as a time from when 

an MN sends UDP data packet to when another MN (i.e., CN) receives the packet in our 

4 network configuration scenarios in Table 3, respectively. As shown in the figure, the 

packet delivery latency values do not have much difference in 4 different cases. It is 

obvious that the packet delivery latency appears higher in the IPv6 network because an 

IPv6 packet size is bigger than that of an IPv4 packet. It is interesting that packet 

delivery latency of the Case 3 is higher than that of the Case 2. Though a total size of 

encapsulated IPv4-in-IPv6 packet in the core network is equivalent with that of IPv6-in-

IPv4 packet, the packet size processed in the access network is different in those two 

cases. This affects the total transmission delay and, accordingly, the packet delivery 

latency in the Case 3 appears higher than the Case 2. 

 

     
                    (a) Packet delivery latency                             (b) Packet Transmission Delay 

Figure 14. Packet delivery latency in IPv4/Ipv6 networks 
 

Figure 14(b) shows the packet transmission delay derived from both statistical 

analysis and simulation study. In this experiment, we considered the transmission delay 

as a main factor of packet delivery latency, which consists of processing delay, queuing 

delay, transmission delay and propagation delay. It is notable that the results from two 

analysis methods are considerably identical. 

Figure 15 shows the average handover latency and packet loss for downlink/uplink 

packets of the proposed AIMS-DS system in 4 cases of Table 3. In our simulation study, 

the downlink handover latency is defined as a time from when an MN receives the last 

data packet in the old access network to when the MN receives the first data packet in 

the new access network after a handover. On the other hand, we defined the uplink 

handover latency as a time from when a CN receives the last data packet from an MN in 

the old access network to when the CN receives the first data packet from the MN’s 

new access network after a handover. 
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          (a) Downlink handover latency                             (b) Uplink handover latency 

Figure 15. Handover latency in IPv4/IPv6 networks 
 

From the simulation results, it is shown that the handover latency and packet loss 

values in 4 different cases are not so different. As previously examined with the results 

in Figure 14, the difference of packet size according to the IP version in the access 

network can also affect the results of handover latency and packet loss because the 

delivery latency of signaling packets for handover control becomes higher in the IPv6 

access network. It is also notable that the handover latency and packet loss values 

measured from the uplink packets are quite less than those of downlink packets. This 

difference comes from the loss of downlink packets moving along the old IP tunnel 

during a handover, which was described in Section 4.4. Since those packets are 

delivered to the old HCA and lost at the PoA or wireless link. This causes the additional 

loss of downlink packets and increases the handover latency accordingly.  

 

6. Conclusions 

In this paper, we proposed a new IPv4/IPv6 traversal scheme based on a scalable network-

based IP mobility management system, called Access Independent Mobile Service (AIMS), 

which can provide MNs with high-quality mobility services over various wireless access 

networks. The proposed AIMS with IPv4/IPv6 Dual Stack Support (AIMS-DS) scheme can 

support an MN moving continuously across the IPv4/IPv6 coexisting networks by IPv4/IPv6 

address binding and dynamic transport control based on the IP-in-IP tunnel method. It also 

inherits the novel features of the AIMS system including complete separation control and data 

planes in the core network and cross-layer (layer2 and 3) interworking method for handover 

control optimization. 

The performance evaluation results from simulation study show the superiority and 

practicality of the proposed AIMS-DS scheme in the aspects of handover latency, packet loss 

and packet delivery latency. The performance comparison in the IPv4 network verifies that 

the proposed scheme outperforms the existing PMIP approach. The advantage appears more 

evidently as the network becomes congested. The simulation results over the IPv4/IPv6 

coexisting networks show that our scheme properly handles an IPv4/IPv6 dual stack MN’s 

handovers among different access networks configured with IPv4, IPv6 or both addresses. It 

is also notable that the L3 handover latency of the proposed scheme appears in the bound of 

requirements for various realtime multimedia services over Internet. For future work, a 

mobile QoS guarantee scheme interworking with the AIMS-DS scheme will be studied. 
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