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Abstract 

In this paper, we proposed a new artifact level estimation algorithm. The noise model is 

firstly proposed and 2D discrete wavelet transform is explained. The proposed method is 

based on Donoho’s approach. From the result section, it is obvious that the proposed method 

gives favorable results.  
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1. Introduction 

An image can be contaminated by noise in many ways with various steps such as image 

acquisition, recording, and transmission [1]. Thus, the artifacts estimation caused by noise can 

its removal process are important issue in image processing field [2, 3]. Every digital camera 

produces faultiness in images known as noise, which come into view as undesirable dots, 

lines and smears of color. An immoderate amount of noise spoils an image by taking attention 

away from the picture quality. From the other point of view, too much noise removal ruins 

pictures sharpness and detail, this should be compromised.  

There have been several techniques that planned noise removal issue [6-11]. These 

approaches are classified into two classes: block-based methods and filter-based methods [12-

33]. The preceding ones take into account few candidates which are considered to be 

intensity-homogeneous blocks. Here, noise variances are computed from intensity-

homogeneous blocks, and the principal concern is how to conclude the intensity-

homogeneous blocks. On the other hand, filter-based methods are conducted in different way. 

The noisy signal is removed by low-pass filters. After that the noise variance is computed 

from the difference between the noisy image and the low-pass filtered image. However, filter-

based methods are not able to yield favorable results when the signal has complicated textures 

or structures due to the determined noise may be the image details.  

This paper proposes artifact estimation algorithm to achieve correct noise reduction. The 

remaining of this paper is organized as follows. In Section 2, we explain noise model. Section 

3 explains 2D discrete wavelet transform. Section 4 shows the experimental results, and 

Section 5 concludes the paper.  

 

2. Noise Model  

Generally, an image can be contaminated by zero-mean, additive white Gaussian noise 

with anonymous deviation σn. Then the noisy image can be modeled as,  

 

     I n S n n   (1) 
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where I(n) is the monitored noisy image, S(n) is the original image, and η(n) is the noisy 

signal at time instant n. To estimate artifact level of noisy CFA image, one can add noise 

during the process before white balance as shown in Figure 1.  

 

Original color 

image

White 

balance

Color 

correction

Tone 

correction

Bayer CFA

Artifact level 

estimation by 

Method 1

Artifact level 

estimation by 

Method 2

Obtained 

artifact level 
selection

 

Figure 1. Flowchart of estimation of noisy Bayer CFA. The original color is 
input, and artifact level is calculated by the proposed methods 

 

The noisy Bayer CFA is obtained as,  

 

ORIG = im2double(imread(imagename)); 

S = size(ORIG); N1 = S(1); N2 = S(2); 

randn('state',0); noi=randn(N1,N2,3); noi=noi/255; 

teta = sigma*noi; RGBn = ORIG + teta;        

CFAN(1:2:N1,2:2:N2) = RGBn(1:2:N1,2:2:N2,1);  

CFAN(1:2:N1,1:2:N2) = RGBn(1:2:N1,1:2:N2,2);  

CFAN(2:2:N1,2:2:N2) = RGBn(2:2:N1,2:2:N2,2);  

CFAN(2:2:N1,1:2:N2) = RGBn(2:2:N1,1:2:N2,3);  
 

3. 2D Discrete Wavelet Transform (DWT) 

A 2D DWT is any wavelet transform where the wavelets are discontinuously chosen. As 

with other wavelet transforms, a significant promote it has over conventional transform such 

as Fourier transforms is temporal resolution. DWT takes both location and frequency 

information. There are two DWT are widely used, and they are Haar wavelets and 

Daubechies wavelets. The Haar wavelets was introduced by Alfréd Haar who was Jewish 

Hungarian mathematician. The inputs are lists of 2
n
 numbers, and the Haar wavelet transform 

was popular for its simplicity because it was designed to make a couple of input values, 

collecting the dissimilarity and summering the result. The Haar wavelet transform is 

conducted recursively. Finally the results are summarized with 2
n-1

 differences and one final 

sum. The Daubechies wavelet transform is one of the widely used transforms. This transform 

was invented by Belgian mathematician Ingrid Daubechies in 1988. This transform is based 

on the utilize of repetition relationship to create gradually delicate discrete samplings of an 
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implicit basis wavelet function. Note that each resolution is halved compared to that of the 

previous scale.  

The 2D Fourier transform, the basis are represented as Eq. (1),  

 

 1 1 2 2j w t w t
e


 (1) 

 

As can be seen in Eq. (1), the transformed coefficients are two variable functions in a 

matter that the 2D wavelet transforms. The wavelet and scaling function (SF) are both 

variable functions (VF), which are represented as ψ(x,y) and φ(x,y), respectively. The basis 

functions can be represented as  
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where i={Ho,Ve,Di}, Ho, Ve, and Di stand for horizontal, vertical and diagonal, respectively. 

There are three wavelet functions, ψ
H
(x,y), ψ

V
(x,y), and ψ

D
(x,y). The SF is the low frequency 

form of the previous SF in two dimensions, thus there are one 2D SF. However, the wavelet 

function is identifying with the order to implement the filters. When the wavelet function 

meets Eq. (3), the function is separable.  

 

     , .Ho Vef x y f x f y  (3) 

 

These functions can be easily rewritten as Eq. (4), 
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The outline of 2D wavelet transform can be drawn as Figure 2.  
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Figure 2. The outline of 2D wavelet transform 
 

As we can see, Figure 2 shows the general form of 2D wavelet transform. Once the scaling 

function and the wavelet function are separable, the results can be separated into two steps. 

The first step can be conducted along the i-axis and then compute in the direction of the j-axis. 

For each axis, we can implement fast wavelet transform for fast simulation. Figure 3 shows 

an example of the 2D discrete wavelet transform. Figure 3(a) is the original image, and a 

diagrammatic diagram is shown in Figure 3(b), where the two dimensional signal is separated 

into subbands, and they are left-top (LL), right-top (HL), left-bottom (LH), and right-bottom 

(HH).  

In [11], the noise level was estimated in two ways,  

 

 
1
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(6) 

 

Here, κ=0.6475. Parameter w is the diagonal sub-band at the first stage, i.e., Di. We assume 

these results as Donoho1 (σ1) and Donoho2 (σ2), respectively. To make reliable results, we 

substracted the difference between ground truth and estimated σ1 and σ2. We assume these 

results are method1 and method2, respectively. 
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(a) 

 

(b) 

Figure 3. (a) Original image, (b) 2D discrete wavelet transform 

 

4. Experimental Results 

The proposed methods were tested on the LC dataset [34] that was used in a recent articles. 

The test set consists of 10 images with either 720-by-540 or vice versa. Noises with different 

level are first added in Bayer CFA, and then artifact estimation approach is applied. The 

estimated results are compared to the original results (ground truth) and results are reported in 

simulation results figures. Figure 4 shows 10 test images. The left images are original images, 

and the right images are noisy Bayer CFA images.  
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Figure 4. Test images. Left: original LC images from 1 to 10. Right: noisy Bayer 
CFA images from 1 to 10 
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Table 1 and Table 2 show the simulation results of σ1 and σ2 on 10 LC images. Table 

3 and Table 4 show the modified results with our proposed approach. Figure 5 shows 

the simulation results on 10 LC images. 
 

Table 1. Simulation results of σ1 on 10 LC images. Horizontal axis: image 
number. Vertical axis: added noise level 

 1 2 3 4 5 6 7 8 9 10 

0 6.178 7.722 9.266 10.129 14.621 9.832 29.285 7.722 26.181 13.127 

2 6.779 8.265 9.786 10.654 14.520 9.976 29.136 7.757 26.181 13.839 

4 8.292 9.726 11.132 11.493 15.123 10.979 29.249 8.429 26.255 15.376 

6 10.032 11.572 12.714 12.848 16.169 12.304 29.656 9.698 26.288 17.117 

8 11.820 13.136 14.512 14.237 17.195 13.732 30.279 11.285 26.459 19.026 

10 13.601 14.440 16.016 15.638 18.357 15.172 30.811 13.059 26.753 20.893 

12 15.580 15.488 17.858 17.261 19.582 16.655 31.427 14.941 27.426 22.766 

14 17.471 17.078 19.259 18.598 20.903 18.098 31.791 16.872 28.296 24.577 

16 19.462 18.941 20.789 19.961 22.120 19.542 32.458 18.829 28.967 26.291 

18 21.454 20.984 22.270 21.466 23.351 20.995 32.978 20.781 30.823 27.896 

20 23.490 23.046 23.593 22.846 24.540 22.377 33.583 22.549 32.670 29.306 

 

Table 2. Simulation results of σ2 on 10 LC images 

 1 2 3 4 5 6 7 8 9 10 

0 11.983 20.475 17.343 14.174 18.976 12.957 29.586 16.909 32.431 24.238 

2 12.143 20.551 17.428 14.278 19.050 13.073 29.644 17.001 32.480 24.300 

4 12.623 20.771 17.683 14.589 19.280 13.415 29.803 17.268 32.622 24.485 

6 13.389 21.132 18.102 15.094 19.661 13.966 30.062 17.700 32.854 24.790 

8 14.395 21.625 18.674 15.775 20.184 14.702 30.418 18.287 33.176 25.211 

10 15.594 22.243 19.385 16.610 20.839 15.597 30.867 19.014 33.584 25.742 

12 16.947 22.975 20.220 17.577 21.615 16.626 31.406 19.866 34.074 26.377 

14 18.418 23.811 21.165 18.656 22.497 17.765 32.030 20.828 34.645 27.109 

16 19.983 24.740 22.205 19.828 23.475 18.994 32.734 21.884 35.292 27.929 

18 21.620 25.752 23.328 21.078 24.537 20.298 33.514 23.023 36.010 28.831 

20 23.314 26.838 24.523 22.393 25.672 21.662 34.363 24.231 36.796 29.806 

 

Table 3. Simulation results of modified σ1 on 10 LC images 

 1 2 3 4 5 6 7 8 9 10 

0 2.164 3.140 3.157 4.208 5.850 4.408 8.317 3.911 8.336 2.198 

2 6.779 8.265 9.786 10.654 14.520 9.976 29.136 7.757 26.181 13.839 

4 8.292 9.726 11.132 11.493 15.123 10.979 29.249 8.429 26.255 15.376 

6 9.032 9.572 9.714 8.848 11.169 6.304 22.656 1.698 17.288 7.117 

8 9.656 9.996 11.355 10.029 11.345 9.324 21.962 7.374 18.123 16.828 

10 6.822 6.175 6.230 4.984 3.837 5.196 1.675 5.302 0.572 7.054 

12 7.288 5.762 6.726 5.768 4.459 5.676 2.178 6.512 1.171 7.390 

14 8.439 7.506 9.545 9.750 9.734 11.794 9.135 15.174 11.008 17.460 

16 9.806 8.945 9.434 9.932 10.775 10.218 10.496 11.455 10.844 9.463 

18 14.632 14.809 16.040 16.482 19.514 15.799 31.303 15.479 30.251 20.842 

20 16.202 17.284 16.867 17.078 20.081 16.701 31.405 16.037 31.499 21.916 
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Table 4. Simulation results of modified σ2 on 10 LC images 

 1 2 3 4 5 6 7 8 9 10 

0 5.582 7.665 7.338 6.897 7.541 6.679 8.274 7.272 8.434 7.982 

2 12.143 20.551 17.428 14.278 19.050 13.073 29.644 17.001 32.480 24.300 

4 12.623 20.771 17.683 14.589 19.280 13.415 29.803 17.268 32.622 24.485 

6 12.389 19.132 15.102 11.094 14.661 7.966 23.062 9.700 23.854 14.790 

8 8.813 13.960 11.336 8.878 12.643 8.023 22.144 11.015 24.742 17.229 

10 3.451 1.692 1.957 2.332 1.789 2.524 1.223 2.013 1.104 1.442 

12 4.324 2.204 2.537 2.988 2.335 3.211 1.603 2.598 1.452 1.892 

14 6.029 4.679 6.063 7.562 7.836 9.799 8.968 11.128 10.791 12.319 

16 11.170 10.780 10.869 10.950 10.832 10.971 10.590 10.869 10.550 10.700 

18 18.169 24.060 21.371 18.746 22.748 17.774 32.291 21.010 34.906 27.389 

20 18.990 24.634 21.986 19.405 23.337 18.451 32.760 21.633 35.344 27.914 

 

 

 

 
(a) (b) 
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(e) (f) 
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(k) 

Figure 5. Simulation results on 10 LC images; (a-j) image number 1 to 10, (k) 
average results of 10 images 

 

4. Conclusions 

We propose a new artifact level estimation algorithm. The proposed method is based on 

Donoho’s approach and wavelet transform. The diagonal sub-band was used for estimation 

noise level. By adding the difference between ground truth and estimated values, the results 

become better.  
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