
International Journal of Multimedia and Ubiquitous Engineering  

Vol. 8, No. 1, January, 2013 

 

 

255 

 

A Statistical Learning Method for Identification of Analysis Classes 

from Requirements in Korean 
 

 

Hyoungil Jeong
1
, Jungyun Seo

1,2
 and Soojin Park

3
 

 

{
1
Department of Computer Science and Engineering, 

2
Interdisciplinary Program of 

Integrated Biotechnology, 
3
Sogang Institute of Advanced Technology}, 

Sogang University, 121-742, Korea 

{hijeong, seojy, psjdream}@sogang.ac.kr 

Abstract 

Identification of analysis classes is a critical design decision to be made early in the design 

phase in software development. Although incorrect identification of analysis classes can 

diminish the quality of a whole software design, it still heavily relies on the expertise and 

experience of the developer and has been ad-hoc. The majority existing works on 

identification of analysis classes focus on the rule-based approaches. However, the rule-

based approaches which are used for analyzing sentence structures cannot be adopted for the 

language, which has very flexible word order like Korean. In this paper, we proposed a 

statistical learning method for identification of analysis classes from requirements sentences 

in Korean. The approach is evaluated using the precision and recall of the automatically 

extracted candidate classes from real requirements sentences in Korean. The result shows 

that we can promise numerically measurable enhancement of performance on solving the 

automatic identification problem of analysis classes using statistical methods, in the real use 

case specifications of a banking system. 
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1   Introduction 

Design is the first phase in software development where an abstract solution is contrived 

after problem analysis of requirements. In designing a solution, one of challenging tasks 

requiring high creativity is to identify analysis classes from requirements documents. In 

general, identification of analysis classes heavily relies on the developer’s experience and 

knowledge about the application domain, which is hard to be acquired through training [1]. 

Moreover, it is also a difficult task to automate using hand-craft rules or patterns 

because it needs human intuition. These kinds of attributes are similar to many problems in 

natural language processing (NLP) that must be addressed to identify specific semantics in a 

natural language. 

A number of researchers have adopted various methods for NLP in the analysis of software 

requirements. Their methods have used some pre-defined rules about analyzing the structure 

of the requirement sentences, and extracting the candidates for analysis classes or use cases. 

These approaches can be effective in the strict word order of languages. But in Korean 

language, the word order is flexible, and omissions and abbreviations of components occur 

frequently. This makes it difficult to parse Korean sentences automatically [2]. Even if 

sentences can be parsed perfectly, the rule-based methods are hard to apply because the target 

language must have a strict word order. To solve this, we applied statistical information 
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extraction techniques to the automatic generation of analysis classes. This technique has 

many advantages; you do not need to parse sentences and it can be ported to other domains. 

In this paper, we tried to solve this problem by adaption of the statistical information 

extracting techniques of NLP. We propose a method for processing semantics by extracting 

classes with three step tasks. In the first step, each sentence in a raw corpus is annotated with 

parts-of-speech (POS) tags and begin-inside-or-outside (BIO) [3] tags. In the second step, a 

model used for the identification of analysis classes is learned by the annotated corpus 

obtained in the first step and by a conditional random fields (CRFs) classifier [4]. This model 

is used to define feature functions of morpheme and POS and find the optimal weight for each 

feature. In the third step, the proposed system extracts the analysis classes and measures itself. 

For the measurement, we inputted the requirement documents that were not learned by the 

CRFs classifier and measured them for completeness and correctness. 

The purpose of this paper is to propose a method for the identification of candidate 

analysis classes which can work on requirements documents even in the languages with a 

flexible word order, such as the Korean language. To the best of our knowledge, our work is 

the first one to report the numerical performances for the automatic identification of candidate 

analysis classes, and also the first to use the statistical methods, even in English. We hope that 

our research can contribute to lessen human effort in the whole process of software 

development. 

The rest of this paper is organized as follows: In Section 2, we discuss related works about 

automatic identification of analysis classes, and in Section 3, we introduce important NLP 

techniques. In Section 4, we explain a proposed mechanism for the identification of analysis 

classes, and we present the quantitative experimental result that verified the performance of 

this mechanism. Section 5 discusses the conclusions of this study. 
 

2. Related Work 

Researchers have been studying methods for automatic identification of analysis classes. 

For identification of classes, most studies have used methods that apply handcrafted rules by 

using the result of parsing sentences or that search for a handcrafted dictionary about classes 

[5, 6, 7, 8, 9]. There are some studies that have extracted relationships of classes using 

departmentalized rules for requirement sentences [10, 11] or have generated a sequence 

diagram that can show collaboration of classes by formal restriction of input sentences [12, 

13]. 

Wahono proposed an object identification process [5]. This process consists of three steps. 

The first step analyzes the subject, verb, and object of a sentence and considers them as 

tentative objects. The second step eliminates spurious objects by using rule-based reasoning 

(RBR) [14], and the third step identifies relevant objects by using case-based reasoning 

(CBR) [15]. There are some studies that generate a use case model, not classes. Kumar and 

Sanyal proposed a system that can identify an actor and use cases and find the relationships 

between them [6]. Their system identifies the subject of sentences as the actor and the 

predicate as the use case, and finds the relationship by using prepositions. Subramaniam, et 

al., introduced a method that can automatically extract actors and use cases in a similar 

manner as in Kumar and Sanyal’s study [7]. However, their method has different aspects; it 

analyzes the parse tree of sentences, distinguishes between ten types of sentences, and 

identifies elements of sentences as actors and use cases according to the type of the sentence. 

Vinay proposed a system that inputs the requirement sentence and extracts the actor from 

nouns and classes from the stems of verbs automatically by applying handcrafted rules [8]. 

Giganto and Smith proposed a rule-based system that parses input sentences, extracts actors 
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and classes in subjects or objects according to specific words or phrases, and finds 

relationships if there are no relationships between the actors and classes [9]. The most of 

these researches are staying in the level that can extract elements of use case model. This 

level is considered relatively simple. Their methods for elicitation of semantics need a 

premise that can parse sentences. 

Liu, et al., extended the scope to the extraction of transitions of classes, wherein the 

transition of each object is extracted on the basis of a guideline [10, 11]. They constructed a 

glossary that is used in each domain to extract objects, and this glossary is applied to 

semantics for the extraction of objects. They used a method that can extract class models by 

using language patterns for parsing sentences. However, their study required preprocessing by 

parsing sentences, too. 

Li proposed a study that generates sequence diagrams, wherein a semi-automatic approach 

is used to translate use cases to sequence diagrams [12]. He applied eight-step rules for 

parsing sentences, and these rules are used to generate sequence diagrams. These rules must 

be applied by hand. Segundo et al. studied a system that can automatically transform a use 

case description in natural language into a sequence diagram [13]. Input sentences must be 

constructed corresponding exactly to the seven grammatical rules presented in this paper. 

Strictly speaking, the input sentences were in a formal language, not natural language. 

 

3. B-I-O Tags and CRFs Classifier for Phrase Chunking 

Rhamshaw and Marcus considered phrase chunking a problem of tagging [3]. They 

proposed BIO tags: B is “Beginning of chunk,” I is “Inside of chunk,” and O is “Outside of 

chunk.” An example of BIO tags for chunking a noun phrase (NP) for a sentence is shown in 

Figure 1.  

 

 

Figure 1. An Example of BIO Tags in NP Chunking 
 

In this example, “a prospective buyer”, “a mortgage loan”, and “the on-line” are NPs. In “a 

prospective buyer”, “a” is tagged B because that is a morpheme for the beginning of an NP, 

and “prospective” and “buyer” are tagged I because that is a morpheme for the inside of an 

NP. “Applies” is tagged O because that is a morpheme for the outside of an NP. 

In decisions on categories for each word, BIO tags are influenced by context. We construct 

a system using conditional random fields (CRFs) classifier [4] that shows good performance 

in classification for continuative labels in machine learning methods. A CRFs classifier is a 

model that mitigates independent assumptions and overcomes the label bias problem of the 

hidden Markov model (HMM) [16] that is often used in classification for continuative labels. 
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In our proposed system, the input sentence s is a supposed word sequence  W={w1,…,wn} 

[17], and classification using BIO tags for each morpheme is the goal. So we calculate the 

conditional probability for a given word sequence by using the CRFs classifier in (1). 
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In (1), ti means a BIO tag for i-th word, and W means a word sequence. The fk(ti-1, ti, W, i) 

are feature, and λk are weights of each feature. We introduce the set of features for the 

proposed system in Section 4.2. 

 

4. Process for Identification of Analysis Classes 

Our proposed system consists of three tasks that are annotating corpus, the learning, and 

the extracting and testing, as seen in Figure 2. In the annotating task, there are two main 

activities. The one is automatic morphological analysis and POS tagging for input sentences 

from a raw corpus, and the other is the BIO tagging by experts for learning and testing the 

proposed system. The learning task consists of two activities: the extraction of feature vectors 

in input sentences and the learning of the statistical model by using the CRFs classifier. 

Finally, in the extracting and testing task, the system extracts BIO tags and classes by using 

the CRFs’ model, and the precision and recall of the result is evaluated. 

 

 

Figure 2. The Approach Overview 
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4.1 Annotating Corpus 

The raw corpus is constructed by sentences that are present basic flow about normal 

activity for system on the description of a use case expressed in natural language. And they 

are not dependent in specific domain of application. In this paper, we collected 554 sentences 

with 472 classes with 29 descriptions of use cases in a banking operation. To raise the 

performance of a statistical classifier, one needs a large corpus. Unfortunately, the raw corpus 

as mentioned above is rather small. However, we cannot describe additional requirements to 

extend the corpus for description of a use case. Therefore, we suggest an alternative of collect 

additional sentences from the Web. To expand our corpus, we used Google [18] as a Web 

searcher, classes as queries, and sentences of snippets searched as additional sentences. We 

collected an additional 9,763 sentences with 18,300 classes. The sentences in the original raw 

corpus have a frequency of classes of 0.85, and that is very small. The extended raw corpus 

has a frequency of 1.87, and that is noticeably high. This new raw corpus has low quality, but 

it can be used as an open system because the recall of the statistical is enhanced by the 

increase in the number of objects that can be extracted as patterns about classes. 

We then needed to annotate our raw corpus. Unlike the parsing process, automatic 

morphological analyzers have accuracies of more than 90 %, even in Korean. We adopted a 

morphological analyzer to grasp the structure of a sentence. We used SMASH [19] as an 

automatic Korean morphological analyzer and POS tagger. It uses a corpus and a set of POS 

tags from the 21st Century Sejong Project [20], and the method of left-longest matching and 

HMM. 

We wanted to construct data for learning, so we added some information to elicit classes to 

the corpus. We added manually BIO tags - B is “Beginning of class,” I is “Inside of class,” 

and O is “Outside of class” - for each morpheme. 

 

4.2 Learning 

In this paper, the proposed method for the identification of classes use only morphemes 

and POS tags as features for elicitation of semantics in sentences. These morphemes and POS 

tags are not dependent on a specific domain. This characteristic has the advantage that the 

system needs only a statistical classifier and a morphological analyzer. The proposed method 

is portable. 

The feature for the CRFs model for the classification of BIO tags is extracted in a window 

that has a size of w around a target morpheme. In this window, morphemes of n-grams and 

POS tags of m-grams are extracted [21]. If the time t of target morpheme set to zero, then the 

window is -(w-1)/2 ≤ time t≤ (w-1)/2. In a corpus with a small volume, if a target morpheme 

is used to elicit features, then the statistical model can work like a dictionary and its 

evaluation can be unfair. We did not use a target morpheme as a feature. 

We proceeded to select features for the identification of as many correct classes as possible. 

In this experiment, we constructed many combinations of features, and evaluated each 

combination, and adapted it to the system. To evaluate performance, we chose Recall, 

Precision, and F2_score. Recall, in (2), is the rate of the number of correct tags in the system 

divided by the number of correct tags in the corpus. That is, it explains how many classes are 

identified compared to the whole set of classes that should be identified. Precision, in (3), is 

the rate of the number of correct tags in the system divided by the number of tags in result of 

system. In other words, this rate means how many correct classes are identified among the 

classes that identified by the system. Fβ_score, in (4), is a harmonic means between Recall 

and Precision. In general, F1_score is most used that has a rate of 1:1 for Recall and 

Precision. But, we thought that the most important factor is the identification of maximum 
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number of classes because our goal is the reduction of human intervention. We used F2_score 

that has a rate of 2:1 for Recall and Precision. 
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We evaluated each feature vector that was set to a different sizes of window, n-grams of 

morphemes, and m-grams of POS tags. In Table 1, we show some features and their 

performances. Feature3 was chosen because it has the highest value F2_score what extracts a 

unigram and bigram for both morphemes and POS tags in window with size of 5. We tried to 

experiment in other various features, but they did not reach at these performances in Table 1. 

In Section 4.3, we use Feature3. 

 

Table 1. The Features and Their Performances 

Feature ID 
Size of 
window 

Lexicon POS Recall Precision F2_score 

Feature1 w=5 n=1 m=1 0.7380 0.8455 0.7573 

Feature2 w=5 n=1,2 m=1 0.8076 0.8934 0.8234 

Feature3 w=5 n=1,2 m=1,2 0.8381 0.8955 0.8490 

Feature4 w=5 n=1,2 m=1,2,3 0.8286 0.8887 0.8399 

Feature5 w=3 n=1,2 m=1,2,3 0.8387 0.8831 0.8472 

Feature6 w=7 n=1,2 m=1,2,3 0.7155 0.8579 0.7400 

 

We learned the statistical model that can classify BIO tags by using a CRFs classifier. We 

used CRF++ v0.54 [22] as the classifier, and L-BFGS [23] as the learning algorithm. 

Figure 3 shows the feature template by Feature3 for CRF++. In this template, U01~U03 

are unigrams of morphemes, U04~U08 are unigrams of POS tags, U09~U10 are bigrams of 

morphemes, and U11~U14 are bigrams of POS tags. A target morpheme x[0,0] was not used 

because it would have been unfair in this evaluation. Lexical features are less than POS 

features, as shown in Figure 3. 
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Figure 3. The CRFs Feature Template (w=5, n=1,2, m=1,2) 
 

The problem about identification of classes is that the goal is to extract as many classes as 

possible. So although the probability of the O tag is bigger than the probability of the B or I 

tag, we choose these tags when these are bigger than threshold θ. If both of their probabilities 

are bigger than θ, the larger one is chosen in both. If the system adopts the concept about 

threshold θ for B and I, the size of the elicited classes can be maximized. There is an issue as 

to how to decide the proper value of threshold θ. We observed the performance of the system 

when threshold θ is changed. And we set threshold θ to 0.4 with the highest F2_score as the 

result of this experiment, as shown in Table 2. 

 

Table 2. The Performance by Change in threshold θ 

θ Recall Precision F2_score 

no_threshold 0.8381 0.8955 0.8490 

0.5 0.8381 0.8942 0.8487 

0.4 0.8862 0.8842 0.8858 

0.3 0.9016 0.8269 0.8456 

0.2 0.9278 0.7338 0.8812 

0.1 0.9574 0.6753 0.8836 
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4.3 Extracting and Testing 

For evaluating the performance of the extraction of BIO tags and classes, we proceeded 

with 5-fold cross validation wherein we separate the raw corpus into 5 equal parts and repeat 

learning and testing with a rate of 4:1. We used Precision, Recall, and F2_score. We used the 

Feature3 set the threshold θ to 0.4. As a result, in Table 3, the system has an F2_score of 

0.8857 for B and I tags. 

 

Table 3. The Performance for the Extraction of BIO Tags 

BIO tag Recall Precision F2_score 

B 0.8163 0.8379 0.8206 

I 0.9560 0.9306 0.9508 

Average 0.8862 0.8842 0.8857 

 

We want to extract class, not BIO tags, so we evaluated the performance of the extraction 

of classes that has combined morphemes by using BIO tags for each morpheme. A way of 

combining is to reverse the definition of BIO tags. By this definition, the first morpheme of 

the class should have B tag, and the next morphemes should have I tag. This extraction rule 

can be represented by a regular expression like (5). 

 

Class = B + I *     (5) 

 

The extraction of classes corresponded to (5) in sequences of BIO tags. For example, in 

case of O-O-O, there are no elicited classes. In O-B-I-I-O, B-I-I can be elicited as the class. 

And in O-I-I-I-O, no classes are elicited by (5) although - in reality - I-I-I is possible as a class. 

So, we try to increase Recall by the addition of another definition that is a transformed (5). 

This extraction rule is (6) that reflects an unconventional approach for a sequence of BIO tags. 

 

Class = ( B | I )+    (6) 

 

Table 4. The Performance for Identification of Classes 

Extract Rule Recall Precision F2_score 

(5) 0.7944 0.8283 0.8010 

(6) 0.8771 0.7925 0.8588 

 

Table 4 shows the performances when (5) and (6) are adopted respectively. F2_score was 

0.8010 and 0.8588, respectively. In (5), the performance for the elicitation of classes was 

lower than the performance of the extraction of BIO tags because the system can pick up the 

wrong boundary of classes. (6) increases the F2_score more than 5% absolutely and more 

than 29% relatively. 
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5. Discussion and Conclusion 

In this paper, we propose a system that can automatically elicit analysis classes from 

requirement sentences in a natural language, without using the rule-based methods of 

previous systems. We used a statistical method to elicit classes automatically. We focused on 

the distinctiveness of Korean language in this study and on the fact that the construction of a 

complete rule set that can substitute for human intuition is very difficult. We constructed a 

statistical model for information extraction that has been used in natural language processing, 

and we tried to validate the effectiveness of our proposed system in the identification of 

classes. 

Previously, authors have tried to validate their approach in their own way. However, there 

has been little research quantitative performance. Therefore, we can say that our system can 

elicit classes more than 80% of the time by any measure of Precision, Recall, or F2_score. 

Surely, there are more issues. One is evaluation to maximize recall according to the 

threshold for probability of BIO tags and the formula for identification of classes. This may 

be evaluated by porting to the various software applications. Then, the construction of 

learning data needs the human intuition. This data should adapt to the type of semantic web 

that can be reused in a similar environment. Our future works will be studies on the reuse of 

semantics for minimizing human efforts in preprocessing and the validation or adjustment of 

feature, threshold, etc. in learning. 
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