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Abstract

This paper addresses a probabilistic approach to develop a robust face recognition system
to partial variations such as occlusions. Based on the statistical feature extraction methods,
we take the modular PCA method which finds eigenspace not for the set of whole images but
for the sets of local image patches. Through the local feature extraction approach, we try to
overcome the drawback of wholistic appearance-based conventional PCA, and consequently
expect to improve robustness to local variations. The obtained local features are then applied
to define two probabilistic models for facial images: one for modeling distribution of features
observed in usual facial images, and the other for modeling distribution of environmental
variations observed in face image from one subject. The probabilistic model for general fa-
cial images are used to evaluate the importance of each local patch. The probabilistic model
for the environmental variations is used to evaluate the similarity between two local fea-
tures. By combining two probabilistic models, we finally define a distance measure between
two face images, which can be applied for face recognition. Computational experiments on
benchmark face database show that the proposed face recognition method can achieve re-
markable robustness to local variations.
Keywords: face recognition, statistical feature extraction, probabilistic model, modular
PCA, similarity measure, local variations

1: Introduction

In spite of active research works on face recognition in the field of computer vision and
pattern recognition[4, 10], it is still a challenging problem due to the diverse variations
of facial images. While some variations such as illumination and translation cause the
changes of whole images, there are also local variations such as facial expressions and
partial occlusions that cause distortions of local area of an image. In order to deal with
these variations efficiently, it is important to develop a robust feature extraction method
that can keep the essential information and also can exclude the unnecessary variational
information.

Statistical feature extraction methods such as PCA, LDA, and their nonlinear extensions[6,
7, 8, 9] can give efficient low dimensional features through learning the variational proper-
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ties of data set. However, since the statistical approaches consider a sample image as a data
point in the input space, it is difficult to handle local variations in image data. Especially,
in the case of facial images, there are many types of face-specific occlusions by sun-glasses,
scarfs, and so on. Therefore, for the facial data with occlusions, it is hard to expect the
statistical approaches to give good performances.

To solve this problem, some modular statistical approaches such as modular PCA has
been developed[1, 2, 3]. By dividing an image into a number of local image patches and
by applying statistical feature extraction to each local patches, it is possible to obtain a
sort of local features that can represent local variations. These previous works on modular
PCA have mainly focused on the feature extraction stage, and the obtained local features
are merged in the classification stage by using simple average. Therefore, strong local
distortion due to partial occlusions are not excluded and can still make bad influence in
the recognition.

To overcome the drawback, this paper propose a new similarity measure between two
images represented by local features. The similarity between two local features are mea-
sured by using two independent probability density functions. The first pdf is obtained by
modeling the distribution of local features observed in usual faces. The probability value
implies the normality of the local features in the sense of general face images. When a
given local path includes occluded part, the corresponding probability value becomes low.
The second pdf is obtained by modeling the distribution of the difference between two local
features obtained from single subject. When two given local features are given from the
same subject, the probability of their difference becomes high. Thus, the probability value
implies the similarity of two local features. By combining two probability density, we can
define a novel probabilistic distance measure for two facial images. Detail description on
the probabilistic models are given in next sections.

2: Probabilistic model for general facial images

As described in the above section, an image I can be represented by a fixed number (M)
of local features xm (m = 1, . . . ,M). When the training set of facial images are given as
{Ii}i=1,...,N , we can compose M sets of local patches, which can be written as

Xm = {xi
m|xi

m ∈ Ii, i = 1, . . . , N}, m = 1, . . . ,M. (1)

The set Xm has local patches at a specific location (i.e. mth location) of facial images
obtained from all training data. Then the whole set of local patches for training set is given
as

X =

M∪
m=1

Xm. (2)

To obtain low-dimensional statistical features, we apply PCA for the set X and find a
projection matrix W and low-dimensional features ym. For each local features yi

m, their
corresponding feature set is given as

Ym =
{
yi
m| yi

m = W Txi
m, xi

m ∈ Ii
}
. (3)

Using the set Ym, we try to estimate the probability density of mth feature ym. As a
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simple model, we use the Laplacian distribution which can be written by

pm(y) =

d∏
i=1

f(yi|µi, bi) (4)

=
d∏

i=1

1

2bi
exp

{
−|yi − µi|

bi

}
(5)

where yi is the ith element of d-dimensional feature vector y. The two model parameters,
µi and bi, can be estimated by sample median and sample mean of the absolute deviation
of yi from µi respectively.

Using the estimated probability density function, we can calculate the probability that
each local feature is observed at a specific position of an average facial image without
variations. When a test image given, its local features can have corresponding probability
values, and we can use them as an importance value of the feature in the distance measure,
as will be described in next section.

3: Probabilistic similarity measure for face recognition

In order to get a similarity measure between two images Ii and Ij , we need to define the
similarity between two local features yi

m and yj
m. To obtain the similarity function, we

define a difference vector between two local features as

δijm = yi
m − yj

m. (6)

Using the difference vector, we can compose an intraclass difference set such as

∆m =
{
δijm|δijm = yi

m − yj
m, Ii and Ij are from the same subject

}
. (7)

We then define a similarity between two features yi
m and yj

m using the probability that δij

belongs to the set ∆m, which can be written as

S(yi
m,yj

m) = qm(δij |∆m). (8)

To obtain the explicit pdf qm(δij |∆m), we also use the Laplace distribution as defined in
(4) and estimate the parameters using the set ∆m.

When a test image Itst={ytst
m }m=1...M is given, the similarity between Itst and a training

image Ii={yi
m}m=1...M can be defined by combining two probabilities as follows:

S(Itst, Ii) =

M∑
i=1

pm(ytst
m )qm(δtst,i|∆m). (9)

Using the similarity measure and K-NN classifier, a test image is assigned to a class in
which the image with maximum similarity is included.
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Figure 1. Sample images of AR database.

4: Experimental Comparisons

4.1: Experimental data

In order to confirm the robustness of the proposed method, we conducted computational
experiments on AR database [5] with local variations including partial occlusions. We
compare the proposed method with the conventional statistical feature extraction methods.
The AR database consists of over 3,200 color images of frontal faces from 126 individuals:
70 men and 56 women. There are 26 different images for each person. For each subject,
these were recorded in two different sessions separated by two weeks delay. Each session
consists of 13 images which has differences in facial expression, illumination and partial
occlusion. In this experiment, we selected 100 individuals and used 13 images taken in the
first session for each individuals. Through preprocessing, we obtained manually aligned
images with the location of eyes. After localization, faces were morphed and resized to 88
by 64 pixels. Sample images from three subjects are shown in Fig. 1. As shown in the
figure, the AR database has several examples with occlusions. In the experiments, three
non-occluded images (i.e., Fig. 1. (a), (b), and (c)) from each person were used for training,
and other ten images for each person were used for testing.

4.2: Experimental results

Considering two main advantages of the proposed method, which are the use of pdf
for evaluating importance of local feature and the use of pdf for evaluating the similarity
between two local features, we conducted recognition tasks using six different methods.
The naive K-NN classification methods using Manhattan distance for raw images are first
applied to check the baseline of the performance. We also conducted experiments using
the original PCA, and the conventional modular PCA with naive K-NN classification. For
modular PCA, we divided an image with 88×64 size into 11×8 local patches so as to ob-
tain 88 low-dimensional local features. The dimensionality of local features are determined
based on the 98% reconstruction rates, so as to obtain 10-dimensional vector. To the ob-
tained local features, we applied the proposed probabilistic models. To see the effect of
the probabilistic model of usual facial images, we only used the probability (importance)
pm(ytst) with Manhattan distance for similarity between two local features. Also, we con-
ducted experiments with only probability (similarity) qm(δtst,i), so as to see the effect of
the probabilistic model of facial variations. Finally, the proposed method with pm(ytst)
and qm(δtst,i) is applied to the same data.
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Figure 2. Result of face recognition on AR database with occlusion

The result of the experiments for the six methods are shown in Fig. 2. As we can expect,
the methods using raw images and original PCA show low classification rates. By using
local features obtained by modular PCA, the classification rate was significantly improved
compared to original PCA. In addition, the use of pdf 1(the importance of local features)
and pdf 2 (the similarity of two local features) makes improvement in the recognition
performance respectively, and their combination further improved the performance.

5: Conclusions

In this paper, we proposed a robust face recognition method by using two probabilistic
models for facial data. Through estimating the probability density of local features observed
in training images, we can measure the importance of each local features of test images.
Through estimating the probability density of difference between local features from the
same subject, we can measure the similarity of two local features. Though we use modular
PCA to obtain local features, other types of local feature descriptors can also be used. In
addition, the proposed method may be applied to other visual recognition problems such
as object recognition by choosing appropriate training set and probability density model of
local features.
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