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Abstract

Many soccer fans prefer to watch a summary of football games as watching a whole soccer
match needs a lot of time. Traditionally, soccer videos were analyzed manually, however
this costs valuable time. Therefore, it is necessary to have a tool for doing the video anal-
ysis and summarization job automatically. Automatic soccer video summarization is about
extracting important events from soccer matches in order to produce general summaries
for the most important moments in which soccer viewers may be interested. This paper
presents a machine learning (ML) based event detection and summarization system for em-
phasizing important events during soccer matches. The proposed system firstly segments the
whole video stream into small video shots, then it classifies the resulted shots into different
shot-type classes. Afterwards, the system applies two machine learning algorithms, namely;
support vector machine (SVM) and artificial neural network (ANN), for emphasizing impor-
tant segments with logo appearance with addition to detecting the caption region providing
information about the score of the game. Subsequently, the system detects vertical goal posts
and goal net. Finally, the most important events during the match are highlighted in the
resulted soccer video summary. Experiments on real soccer videos demonstrate encourag-
ing results. The proposed approach greatly reduces workload and enhances the accuracy of
summarizing soccer video matches with reference to both recall and precision performance
measurement criteria.

Keywords: support vector machine (SVM), artificial neural network (ANN), machine
learning (ML), soccer video summarization, hough transform, logo-based detection, replay
detection, soccer event detection

1 Background and Related Work

Soccer video analysis is concerned with the extraction of valuable semantics by efficient
and effective processing of combination of visual, audio and text information. However, one
of the major limitations of current soccer analysis is the semantic gap between the low-level
features such as (color, texture, shape and motion) and high-level representation such as
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(shot types, shot length and shot replays).

Most sports games are naturally organized into successive and alternating plays of of-
fence and defence, cumulating at events such as goal or attack. If a sport video can be
segmented according to these semantically meaningful events, it then can be used in nu-
merous applications to enhance their values and enrich the user’s viewing experiences [1].

Soccer is one of the most popular team sports all over the world due to the relative sim-
plicity of its rules and the small amount of required equipment [2]. As watching a soccer
match needs a lot of time, many TV fans of sport competitions prefer to watch a summary
of football games [3]. According to this, soccer video analysis has recently attracted much
research and a wide spectrum of possible applications have been considered. Traditionally
soccer videos were analyzed manually but it costs valuable time. Therefore it is necessary
to have a tool that does the job automatically.

Analyzing general sport games is still an open problem because of the variance and
diversity of different games. Some former researchers have proposed many highlight sum-
marization methods both for general sports game and for a specific kind of sports game.
In [4], authors proposed a system for detecting the play and break event in sports videos to
generate the summary. Some other researchers summarize sports videos using slow motion
replays, as in [5,6]. In [7], authors proposed a goal detection method using SVM classifiers
in soccer videos.

On the other hand, another group of researchers turn to study specific sports game such
as basketball. For example, in [8,9] investigated the event detection method for basketball
videos. [9] researched on the basketball game and proposed the representation of the goal
event in basketball game. Moreover, in [10], authors investigated the highlight summariza-
tion method in racquet sports such as tennis and table-tennis.

In addition, certain features may be used to recognize the major events. Some of these
features are slow motion, spectators’ excitement, subtitles or other types of texts on the
screen, etc. These features are extracted from sound and video sources and are called ”cin-
ematic features”. Some researchers have only used these features for summarizing soccer
matches, such as [11] that only uses sound to generate the summarized version, and [12]
that uses the camera motion parameters to detect the major events of a match. Authors
of [13] used object-base features for recognizing major events, however in [14] object tra-
jectories and relations were used to do so.

Recently, some work on replay detection has been achieved [15]. In [5], a zero-crossing
measure for both the frequency and amplitude of the fluctuations of adjacent frame differ-
ence was considered. Also, a single field inside a replay must be pinpointed in advance.
Later, authors of [6] proposed another replay detection approach based on replay-logo.
Firstly, they used the method, proposed in [5], to detect two replay segments. Then, they
searched two frames most similar at one of the two search areas preceding the two replay
segments. A verification procedure was employed at last. In [16, 17], replay detection
approach for sports/non-sports video classification was introduced. Their methods were
block-based, which used motion vectors in the MPEG-1 domain.
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This paper presents an approach for automatic soccer videos summarization using ma-
chine learning techniques. In order to generate effective summaries for soccer videos, the
proposed system initially segments the whole video stream into small video shots. Then,
the system applies support vector machine (SVM) algorithm for emphasizing important
segments with logo appearance with addition to detecting the caption region providing in-
formation about the score of the game. Subsequently, the system uses k-means algorithm
and Hough line transform for detecting vertical goal posts and Gabor filter for detecting
goal net. Finally the system highlights the most important events during the match. Ex-
periments on real soccer videos demonstrate encouraging results. The proposed system
greatly reduces workload and enhances the accuracy of summarizing soccer video matches
with reference to both recall and precision performance measurement criteria. The rest of
this paper is organized as follows. Section 2 gives an overview of SVM and ANN machine
learning techniques. Section 3 presents the different phases of the proposed automatic
soccer video summarization system. Section 4 shows the obtained experimental results.
Finally, Section 5 addresses conclusions and discusses future work.

2 Machine Learning (ML): A Brief Background

2.1 Artificial Neural Network (ANN)

Artificial neural networks (ANN) or simply neural networks (NN) have been developed
as generalizations of mathematical models of biological nervous systems. In a simplified
mathematical model of the neuron, the effects of the synapses are represented by connec-
tion weights that modulate the effect of the associated input signals, and the nonlinear
characteristic exhibited by neurons is represented by a transfer function. There are a range
of transfer functions developed to process the weighted and biased inputs, among which
four basic transfer functions widely adopted for multimedia processing [18].

The neuron impulse is then computed as the weighted sum of the input signals, trans-
formed by the transfer function. The learning capability of an artificial neuron is achieved
by adjusting the weights in accordance to the chosen learning algorithm. The behavior of
the neural network depends largely on the interaction between the different neurons. The
basic architecture consists of three types of neuron layers: input, hidden and output layers.

In feed-forward neural networks, the signal flow is from input to output units strictly in
a feed-forward direction. The data processing can extend over multiple units, but no feed-
back connections are present, that is, connections extending from outputs of units to inputs
in the same layer or previous layers. There are several other neural network architectures
(Elman network, adaptive resonance theory maps, competitive networks, etc.) depending
on the properties and requirement of the application [19].

2.2 Support Vector Machine (SVM)

The support vector machine (SVM) algorithm seeks to maximize the margin around
a hyperplane that separates a positive class from a negative class [20]. Given a training
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dataset with n samples (x1, y1), (x2, y2), . . . , (xn, yn), where xi is a feature vector in a v-
dimensional feature space and with labels yi ∈ −1, 1 belonging to either of two linearly
separable classes C1 and C2. Geometrically, the SVM modeling algorithm finds an optimal
hyperplane with the maximal margin to separate two classes, which requires to solve the
optimization problem, as shown in equations (1) and (2).

maximize
n∑

i=1

αi −
1

2

n∑
i,j=1

αiαjyiyj .K(xi, xj) (1)

Subject− to :
n∑

i=1

αiyi, 0 ≤ αi ≤ C (2)

where, αi is the weight assigned to the training sample xi. If αi > 0, xi is called a
support vector. C is a regulation parameter used to trade-off the training accuracy and
the model complexity so that a superior generalization capability can be achieved. K is
a kernel function, which is used to measure the similarity between two samples. Different
choices of kernel functions have been proposed and extensively used in the past and the
most popular are the gaussian radial basis function (RBF), polynomial of a given degree,
and multi layer perceptron. These kernels are in general used, independently of the prob-
lem, for both discrete and continuous data.

3 The Proposed Soccer Video Summarization Approach

The machine learning based soccer video summarization system proposed in this paper
is composed of five fundamental phases as follows:

• Pre-processing phase that segments the whole video stream into small video shots.

• Shot processing phase that applies two types of classification to the video shots re-
sulted from the pre-processing phase.

• Replay detection phase that applies support vector machine (SVM) and artificial
neural network (ANN) algorithms for emphasizing important segments with logo ap-
pearance.

• Excitement event detection phase that uses both machine learning algorithms for
detecting the scoreboard which contain an information about the score of the game.
And the proposed system also detects both vertical goal posts and goal net using
k-means algorithm and Hough line transform for detecting goal posts Gabor filter for
detecting goal net.

• Event detection and summarization phase that highlights the most important events
during the match.

Figure 1 depicts the building phases of the proposed system. These phases are described
in detail in this section along with the steps involved and the characteristics feature for
each phase.
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Figure 1. General system architecture

3.1 Pre-processing Phase

The goal of this phase is to segment the whole video stream into small video shots. By
firstly detecting the dominant color in the video frame, then a shot boundary detection
algorithm is applied in order to output video shots based on dominant color derived fea-
tures [21–23].

3.1.1 Grass dominant color extraction

The dominant color is the color that fills most of the given area, and it is different for
various play-fields. In this paper, we are concerning only with the soccer game, which has a
green color for the playing field. As dominant color extraction is challenging due to effects
on the play-field such as shadow, lighting, low resolution and other environmental factors,
there are several color spaces that have been used for the dominant color detection includ-
ing HSI and RGB. Algorithm (1) shows the steps for grass dominant color extraction.
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Algorithm 1 Grass Dominant Color Extraction

1: Convert the input video file into its corresponding frames
2: for each frame do
3: Convert the frame from RGB to HSI color space using equations (3), (4), and (5)

H = cos−1[
1
2 [(R−G) + (R−B)]

[(R−G)2 + (R−B) + (G−B)]
1
2

] (3)

S = 1− 3

R+G+B
×min(R+G+B) (4)

I =
1

3
(R+G+B) (5)

4: Define the color range that covers the different variations of the play-field’s green
color

5: for Each pixel do
6: if The three HSI components with range of values: (0.15 < H < 0.4), (0.1 < S <

1), (0.2 < I < 1) then
7: Set the color of this pixel to ”White”
8: Otherwise; set the color of this pixel to ”Black”
9: end if

10: end for
11: end for

3.1.2 Shot boundary detection

Separated views come from multiple cameras positioned at different locations. It can be
realized that while changing from one camera to another, this indicates a start and marks
a boundary of a new shot. Accordingly, a shot can be defined as a sequence of frames
recorded by a single camera with a continuous action in time and space [22]. There are two
types of transitions depending on the camera movement and changing; namely, 1) instant
(cut) transition and 2) gradual transition. Instant transitions are considered to be more
accurate than gradual transitions [21]. Algorithm (2) shows the steps of shot boundary
detection.

3.2 Shot Processing Phase

This phase applies two types of classification; namely, shot-type classification and play/break
classification, to the video shots resulted from the pre-processing phase.

3.2.1 Shot-type classification

Different shot-types can be used in order to make different scenes that can be used for
high-level video analysis. Cinematographers classify a shot into one of four categories; long,
medium, close-up, and audience (out-of-field) shot classes.
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Algorithm 2 Shot Boundary Detection

1: for each frame do
2: Convert the frame from RGB to HSI color space
3: Do frame skipping by step (k = 10 frames) to convert a gradual transition into a cut

transition
4: Calculate the mean change = the difference between current hue frame and the next

hue k-frame
5: Divide the original color frame into 32 x 32 blocks size
6: Compute the total percentage of changed blocks = the total percentage of changing

blocks between the current frame and the next k-frame
7: Compute the grass ratio = the average difference of grass dominate color between

the current frame and the next k-frame
8: if (Mean change > Thr) and (total percentage of changing blocks > 0.25) and (grass

ratio > 0.1) then
9: Mark a new shot

10: end if
11: end for

An average dominant color ratio was used for all frames during the shot for determining
the view-type of that shot. The shot-type classification algorithm proposed in this paper
is based on a specific threshold (range) for grass ratio (G). It has been developed offline by
training each class with different shots from different matches in order to define a specific
range for each one of the four shot-types based on dominant color ratio histogram and
assign each shot to one of the four different shot-types.

A set of thresholds have been defined for distinguishing the grass-ratio for the different
shot-types [21]. For the proposed system, we applied four threshold ratios, each frame can
be classified into one of the previously stated views depending on equation (6). Where, GL
stands for grass ratio of long shot view, GM stands for grass ratio of medium shot view,
GC/A stands for grass ratio of both close-up and audience (out of field) shot views. Fur-
thermore, additional thresholds were used for distinguishing between close-up and audience
shot views. BA was used as the average black color ratio in the whole frames during shot.

Shot.type =


Long.V iew, GL ≥ 0.55;
Medium.V iew, GM ≥ 0.15 and GM < 0.55;
Close.up.V iew, GC/A ≤ 0.15 and BA < 0.8;

Audience.V iew, GC/A ≤ 0.15 and BA ≥ 0.8.

(6)

3.2.2 Play / break classification

For view-type classified shots, using start and end frames location of the shot, the bound-
aries of each play and break shot can be determined. The start of a play shot is identified
as the first frame of long consecutive long-view frames, which can be interleaved by very
short zoom-in or close-up shots. On the other hand, the start of a break shot is identified
as the starting frame of either a long zoom-in shot or a shorter close-up shot, which can
be interleaved by very short long-view shots. Consecutive play shots are considered as a
play scene, which usually are ended with a consecutive break shots. Thus, a play-break
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Figure 2. Play/break classification

sequence is a combination of consecutive play and break scenes, and sport games consist of
many of this sequences [24]. The play-break actions are described in figure 2.

For shot-type classification, a set of thresholds have been defined for distinguishing the
grass-ratio for the different shot-types [21]. For the proposed system, we applied four
threshold ratios, each frame can be classified into one of the previously stated views [23].

On the other hand, for play/break classification, consecutive play shots are considered as
a play scene, which usually are ended with a consecutive break shots. Thus, a play-break
sequence is a combination of consecutive play and break scenes, and sport games consist of
many of this sequences [23,24].

3.3 Replay Detection Phase

In most soccer matches, exciting events are often replayed. These exciting shots nor-
mally correspond to highlights in a game, e.g., actions near the goal posts in a soccer game.
Replay is a video editing way that is often used to emphasize an important segment with
a logo appearance for once or several times. The inputs to replay detection phase are the
output shots from the shot boundary detection step of the pre-processing phase in order to
extract the exciting events that are represented by the replay shots. In sports video, there
is often a highlighted logo that appears at the start and end of a replay segment, which
indicates an exciting event within the soccer match. In the recent years, broadcasters use
inserted logo sequence, as a digital video effect to replay the exciting and important events
in soccer videos [25], as presented in figure 3 that shows an example of gradual logo ap-
pearance.

The aim of logo detection is the identification of a wide variety of logos used by different
broadcasters. Based on experimental findings, a generic logo-model can be developed as:
(1) Logo is meant to be contrasted from the background and is usually animated within
10-20 frames with a general pattern of smallest-biggest-smallest and (2) Biggest contrast
usually takes at least 40-50 % of the whole frame, whereas smallest contrast is up to 10-
20% [30].

For logo detection module, there are several processes passed by the input shot to deter-
mine the boundary of the replay scene, which is bounded by the logo. There is one feature,
which is Logo is appeared at the beginning of the shot, generated by the shot detection stage
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Figure 3. Gradual logo appearance

used in the logo detection module. That feature is used to enhance the logo detection
performance as well as its accuracy because only few frames from the beginning of each
shot will be processed. Algorithm (3) describes the steps of logo detection algorithm using
support vector machine (SVM) and artificial neural network (ANN).

Algorithm 3 Logo Detection Using Different Machine Learning Classifiers

1: Train the ANN classifier with correct logo and false logo samples
2: Train the SVM classifier with correct logo and false logo samples
3: for Each frame do
4: Adjust image intensity values for increasing the contrast of the input frame
5: Select region of interest based on color for returning a binary image
6: Calculate frame white ratio = the percentage of white pixels in the whole frame
7: if Any frame contains a large contrast object (the white frame ratio be greater than

0.5) then
8: Get the original colored frame for the classification
9: if The logo is real then

10: Mark this shot as replay shot
11: end if
12: end if
13: end for

3.4 Excitement Event Detection Phase

Most exciting events occur in the goal-mouth area such as goals, shooting, penalties,
direct free kicks, etc. Other non-exciting events such as dull passes in the mid-field, defense
and offense or some other shots to the audiences or coaches, are not considered as exciting
as the former events [5]. Excitement event detection is based on four features; namely, 1)
scoreboard detection, 2) vertical goal posts detection, 3) goal net detection, and 4) commen-
tator loudness detection.

9

International Journal of Multimedia and Ubiquitous Engineering 
                                                     Vol. 7, No. 2, April, 2012

71

RonCay
Rectangle



3.4.1 Scoreboard detection

The scoreboard is a caption region distinguished from the surrounding region, which pro-
vides information about the score of the game or the status of the players [26]. The caption
often appears at the bottom part of image frame for a short while and then disappears
almost after appearing for 5 seconds. When the scoreboard is detected with enough con-
fidence, it can undoubtedly provide the inference of goal event, because after every scored
goal the scoreboard is displayed. The lower third of each frame was checked for containing
a scoreboard via applying algorithm (3) as well.

3.4.2 Vertical goal posts detection

The two vertical goal posts are distinctively characterized by their vertical strips of white
and grow connected pixel gray values of white. Algorithm (4) presents the steps applied to
each frame for detecting the vertical goal posts. Results of hough transform for detecting
the vertical goal posts, as shown in figure 4.

Algorithm 4 Vertical Goal Posts Detection

1: for each frame do
2: Use K-means clustering to convert each frame to binary image using squared Eu-

clidean distances measure
3: Given a set of observations (x1, x2, , xn), where each observation is a d-dimensional

real vector, k-means clustering aims to partition the n observations into k sets (k ≤ n)
S = S1, S2, , Sk so as to minimize the within-cluster sum of squares (WCSS) using
equation (7)

argSmin

k∑
i=1

∑
xj∈Si

‖ xj − µi ‖2 (7)

where, µi is the mean of points in Si−1
4: Use Hough transform to detect the two goal posts using equation (8)

rho = x ∗ cos(θ) + y ∗ sin(θ) (8)

where, rho is the distance from the origin to the line along a vector perpendicular to
the line, and θ is the angle between the x-axis and this vector

5: if The overlap between the vertical parallel lines greater than 80% then
6: mark this frame as goal post frame
7: end if
8: end for

3.4.3 Goal net detection

Detection of the two vertical goal posts isn’t sufficient for possible exciting play. So,
there still a need for an extra step to increase the accuracy of goal-mouth appearances
detection. Accordingly, the proposed system checks goal post frames for goal net existence
using Gabor filter [27]. The Gabor filter is used due to that the goal net has a unique
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Figure 4. Hough transform for detecting the vertical goal posts

pattern and repeated many times.

The Gabor filter is basically a Gaussian filter, with variances sx and sy along x and
y-axes, respectively. the sx and sy are modulated by a complex sinusoid, with center fre-
quencies U and V along x and y-axes, respectively. The Gabor filer is described by using
equations (9), (10), and (11).

G = exp((
−1

2
(
x́

sx́
)2 + (

ý

sý
)2) ∗ cos 2 ∗Π ∗ f ∗ x́) (9)

x́ = x ∗ cos(θ) + y ∗ sin(θ); (10)

ý = y ∗ cos(θ)− x ∗ sin(θ); (11)

Where, sx and sy: variances along x and y-axes, respectively, f : frequency of the sinu-
soidal function, θ: the orientation of Gabor filter, and G: the output filter.

3.4.4 Commentator loudness detection

Loudness, silence and pitch generated by a commentator and/or crowd are effective mea-
surements for detecting excitement. The volume of each audio frame is calculated using
equation (12):

V olume =
1

N
∗

N∑
n=1

|x(n)| (12)

Where N is the number of frames in a clip and x(n) is the sample value of the nth
frame. To calculate pitch and silence, we applied the sub-harmonic-toharmonic ratio based
pitch determination in [28] for its reliability. Louder, less silence, and higher pitch audio
frames are identified by using dynamic thresholds presented in [29]. So, we can detect the
excitement shots.
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Figure 5. Event type classification

3.5 Event Detection and Summarization Phase

The summarized segment may contain only important events, such as: goal shots, at-
tacks, or penalty shots [21]. The proposed system highlights the most important events
during the soccer match, such as goals and goal attempts, in order to save the viewer’s time
and introduce the technology of computer-based summarization into sports field. Figure 5
shows the different event type classification.

In this work, we evaluate a highlight with the following rules (sequence of features) for
classify the events into goal, attack, and other events. Table 1 shows the cinematic features
are used for each event detection.

3.5.1 Goal event detection

A goal is scored when the whole soccer ball passes the goal line between the goal posts
and under the crossbar. However, it is difficult to verify these conditions automatically
and reliably by the state-of-the-art video processing algorithms. The occurrence of a goal
event leads to a break in the game [4]. Figure 6 illustrates the sequence of cinematic fea-
tures after scoring a goal. Finally, the restart of the game is usually captured by a long shot.

As shown in table 1, the following features used to detect the goal event that occurs
between the long shot resulting in the goal event and the long shot view that shows the
restart of the game:

• Replay Duration (RD) due to goal events the duration no less than 20 and no
more than 60 seconds.

• Goal Mouth (GM)

• Close-up View (CV)

• Audience View (AV)

• Long View (LV)
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Table 1. Event detection features

(a) long view of (b) player close-up (c) audience
the actual goal play

(d) the first replay (e) the second replay (f) the third replay

Figure 6. An example of goal broadcast: the temporal order is from (a) to (f)
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• Scoreboard Detection (SD)

• Commentator Loudness(CL)

3.5.2 Attack and other event detection

Attack events may also match a lot of goal event features, although not as consistently
as goals. The addition of attack events in the summaries may even be desirable since each
of these events consists of interesting shots [21]. There are other interesting events such as:
fouls, cards, injure, or offside. The addition of these events in the summaries may even be
desirable in order for each event to contain of interesting shots. Therefore, more of users
may enjoy watching interesting fouls and offside events. As shown in table 1, the following
features used to detect attack event that occurs between two pair of replay logos:

• Replay Duration (RD) due to attack events the duration no less than 15 and no
more than 35 seconds.

• Goal Mouth (GM)

• Close-up View (CV)

• Long View (LV)

Also, from table 1, the following features used to detect the other event that occurs
between two pair of replay logos:

• Replay Duration (RD) due to other events the duration no less than no more than
15 seconds.

• Close-up View (CV)

• Long View (LV)

4 Experimental Results

The proposed system was evaluated using five videos for soccer matches from: World
Cup Championship 2010, Africa Championship League 2010, Africa Championship League
2008, European Championship League 2008, and Euro 2008. All soccer videos are in Au-
dio Video Interleave (AVI) format with a frame rate of 30 fps and an audio track that is
sampled at 44.1 kHz.

Results of shot boundary detection stage are shown in table 2. For a number of soc-
cer match videos from the different championships with a total duration of 4hrs: 47min :
17sec, it has been obtained that 2081 shot boundaries have been correctly detected, while
194 shot boundaries have been failed to be correctly detected. These 194 shot boundaries
have been divided into 135 falsely detected shot boundaries with addition to 59 missed
shot boundaries. Accordingly, recall ratio for shot boundary detection was 97.2%, whereas
precision ratio was 93.9%.

Table 2. Shot boundary detection results
Duration (hh:mm:ss) Correct False Miss Recall Precision

4:47:17 2081 135 59 97.2 % 93.9 %
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Table 3 and figure 7 shows the results of shot views classification stage. Recall ratios
for long, medium, close-up and audience shot views classification have been obtained to be
91.8%, 87.1%, 85.7%, and 59.6%, respectively. Precision ratios for long, medium, close-up
and audience shot views classification have been obtained to be 85.4%, 84.9%, 86.9%, and
85.3%, respectively.

Table 3. Shot classification results
Shot-Type Long Medium Close-up Audience

Long 925 97 46 15
Medium 83 807 17 19
Close-up 0 43 450 25
Audience 0 3 12 87
Recall 91.8% 87.1% 85.7% 59.6%

Precision 85.4% 84.9% 86.9% 85.3%

Figure 7. Shot classification results

Table 4 illustrates results of both SVM-based and ANN-based logo replay detection stage.
Compared to the performance results obtained using SVM classifier, the proposed system
attained good ANN-based performance results concerning recall ratio, however it attained
poor ANN-based performance results concerning precision ratio.

Table 4. Evaluation of logo based replay using SVM and ANN
Factors SVM ANN

Duration (hh:mm:ss) 1:53:39 1:53:39
Correct 103 98
False 8 43
Miss 2 7
Recall 98.1% 93.3%

Precision 92.8% 69.5 %

Table 5 and table 6 show the results of scoreboard and goal mouth detection, respec-
tively. For scoreboard detection, SVM classifier has been used whereas both Gabor filter
and Hough transform have been used for goal mouth detection.
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Table 5. Evaluation of scoreboard detection
Duration (hh:mm:ss) Correct False Miss Recall Precision

1:53:39 68 5 1 98.5% 93.1 %

Table 6. Evaluation of goal mouth detection
Duration (hh:mm:ss) Correct False Miss Recall Precision

1:30:42 247 25 11 95.7% 90.8%

Table 7 and figure 8 shows the confusion matrix for event detection and summarization
resulted from the proposed system.

Table 7. Confusion matrix for event detection and summarization
Event Detection Goal Attack Other events

Goal 57 3 0
Attack 6 176 8

Other events 0 18 283
Recall 95% 92.6% 94%

Precision 90.5% 89% 97.3%

Figure 8. Results of event detection and summarization

5 Conclusions and Future Works

The ML-based system proposed in this paper for broadcast soccer videos summarization
was evaluated using videos for soccer matches of five international soccer championships.
The proposed system is composed of five phases; namely, pre-processing phase, shot pro-
cessing phase, replay detection phase, excitement event detection phase, and event detection
and summarization phase. The proposed system performs very well as its analysis results
achieve high accuracy. Experiments show that the system has attained a high precision
and reasonable recall ratios. Compared to the performance results obtained using SVM
classifier, the proposed system attained good ANN-based performance results concerning
recall ratio, however it attained poor ANN-based performance results concerning precision
ratio. Accordingly, it has been concluded that using the SVM classifier is more appropriate
for soccer videos summarization than ANN classifier. For future research, we will work on
increasing the number of soccer videos and championships being examined in order to get
more accurate results. Moreover, different machine learning techniques may be applied.
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