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Abstract 

In this paper, we have proposed a method that consists of combination of different methods. 

First we have performed enhancement on breast mammogram to enhance the image quality. 

After that discrete cosine transform has been applied for features extraction. Bayesian 

Classifier has been used for classification into benign and malignant. It has been noted that 

results are very much satisfactory. We have used MIAS data set for experimentation purpose. 

Proposed method performs good when we have tested on different images. 
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1. Introduction 

There are a number of well-known and potential risk factors for breast cancer. These can 

be divided into seven broad categories: age, hormonal factors, family history of breast cancer, 

proliferate breast disease, irradiation of the breast region at an early age, lifestyle factors and 

personal history of malignancy [1, 2, 3, 4, 5, 6, 7]. In reality, estimates indicate that between 

10 to 30% of breast cancers are missed by radiologists during routine screening. The penalty 

of errors in detection or classification is very high. Mammography itself cannot prove that a 

suspicious area is malignant or benign. To decide that, the tissue has to be removed for 

examination using breast biopsy techniques. A false positive detection may cause an 

unnecessary biopsy. Statistics show that only 20% to 30% of breast biopsy cases are proved 

cancerous. In a false negative detection, an actual tumor remains undetected that could lead to 

higher costs or even to the cost of a human life. With the growth of computer technology, 

radiologists have a chance to improve their image interpretation using computer capabilities 

that can improve the image quality of mammograms [8, 9, 10, 11, 12].  In order to develop 

the accuracy of interpretation, a variety of computer-aided diagnosis (CAD) systems like [13, 

14, 15] have been proposed. CAD plays an important role in diagnosis of breast cancer and 

defining the extent of breast tumors. In previous twenty years, much effort has been made by 

computer scientists to support the radiologists in detection and diagnosis of cancerous masses 

by developing computer-aided tools for mammography interpretation. Image processing and 

intelligent systems are two important mainstreams of computer technologies that have been 

continuously explored in the development of computer-aided mammography systems.  

From computer vision point of view, automatic segmentation and classification of 

mammogram images is not easy to address. Three types of anatomical variations in the tissues 

of mammograms image are present from person to person; i.e. fatty, fatty-glandular and 

dense-glandular. Inherent limitations in the imaging process due to low dose X-Rays which 

often result in noisy images. Radiologists are trained to differentiate between benign and 
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malignant abnormalities but for computer it needs proper training to adopt accordingly. We 

have proposed fully automatic and robust technique.  Strong preprocessing technique and 

automatic abnormality type detection method is used. No prior knowledge of the 

mammogram is required about its feature, type, and contents.  This is a supervised method for 

diagnosing breast cancer. Proposed system achieved quite good accuracy for the classification 

of mammograms as malignant and benign. Paper is organized as follows: Introduction is 

given in Section 1. Section 2 discusses related work. Section 3 describes the proposed method. 

Section 4 includes experimental results and conclusion is presented in section 5.    

 

2. Proposed System 

The proposed system is divided into four major parts as shown in Figure 1:  

• Enhancement by using Histogram Equalization  

• Features Extraction  

• Classification 

The detail of these four steps is described below one by one. 

 

 

Figure 1: Proposed Method 
 

3.1 Preprocessing for Enhancement  

In this step, Histogram Equalization technique has been applied. The enhancement is 

condensed in flat areas of the image, which prevent over enhancement of noise. It also 

reduces the edge shadowing effect.  
 

3.2 Features Extraction 

Features play a significant role in CAD (Computer Aided Diagnostic) environment. We 

have used DCT feature for our proposed system. 

3.2.1 Discrete Cosine Transform (DCT) Features 

Discrete cosine transform (DCT) is used for converting the signal into its frequency 

components. In image processing DCT attempts to de-correlate the image data [12]. DCT has 

the ability to pack the image data into as few DCT coefficients as possible without any 

distortion. DCT has the property of separability and symmetry. 2-Dimensional DCT of the 

input is defined by the following equation:  

          

 

(1) 

Where 0≤ u ≤ N, & 0≤ v ≤ N, and 
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(2) 

3.3 Classification 

     For estimating the class of the new data item a probabilistic model is defined which is 

known as Bayesian classification. Bayesian classifier is a statistical classifier. Bayesian 

classification is based on the bayes theorem [14]. Bayesian classification is used for 

classifying objects into associated classes based on the attributes of these objects. Attributes 

of the data/object are considered as independent of each other in Naive Bayes classification 

[15, 16]. 
In Naïve bayes classification dataset is divided into two sets, training and testing respectively. 

Training dataset is considered as prior information and model is constructed on the basis of this 

training dataset. Class of the unknown data is determined using this model [16]. 

4. Results and Discussion 

We have used publically available databases MIAS [17]. The dataset is taken from the 

Mammographic Institute Society Analysis (MIAS). Each mammogram is of size 1024 x 1024 

pixels, and resolution of 200 micron. There are 322 mammograms of right and left breast of 

161 patients in this dataset. 69 mammograms were diagnosed as being benign, 54 malignant 

and 207 normal. Enhancement has been done by histogram equalization. Results have been 

show in Figure 1.  
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We have tested the performance of the Bayesian classifier by calculating and analysis of 

accuracy, sensitivity and specificity for malignancy detection. Performance of classifiers is 

calculated and analyzed by the following performance measures. 

Different classifier results are shown in Table 1 

Table 1: Comparison of Performance Measure of Different Classifiers 

 

5. Conclusion & Future Work 

Proposed system is developed for diagnosing the breast cancer from mammogram images. 

This system performs this diagnosis in multiple phases. In first phase preprocessing on 

mammogram image is done to enhance image quality. Then features extraction has been 

performed. Bayesian classifier has been used for classification. All experiments show that the 

proposed system gives exceptionally good results. In the future, we will perform to classify 

the malignancy of breast images.  
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