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Abstract 

 
OSGi is a middleware standard for home gateways, designed for smart home applications. 

OSGi models services as separate components, called bundles. Smart home applications 
might differ in their importance. For example, home security system is more important than 
Internet game. Bundles collaborate to provide the required service. This paper proposes a 
bundle replacement algorithm that takes into account the priority of the bundle and the 
interdependence between different bundles. Thus, given a home gateway that hosts several 
applications with different priorities and arbitrary dependencies among them.  When the 
home gateway runs out of memory, which bundles will be stopped or kicked out of memory to 
start a new service. Because of the bundle dependencies, traditional memory management 
algorithms might not be efficient. Efficient replacement algorithm should stop the least 
important and a small number of bundles. The proposed algorithm takes into consideration 
the priority of the bundle or application and dependencies between different bundles, in 
addition to the amount of memory occupied by each service. We implement the proposed 
algorithms and performed many experiments to evaluate its performance and execution time. 
We used best fit and worst fit as yardstick to show the effectiveness of the proposed 
algorithms. The proposed algorithms are implemented as a part of the OSGi framework 
(Open Service Gateway initiative).  
 
1. Introduction 

 
Recently there have been a lot of interests to provide new applications for smart homes. 

Thanks to technologies like Fiber to Home that allowed the Internet to be used not only for 
connecting computers, laptops, and PDAs but also for home appliances like TV, refrigerators, 
and washers [20].  Remote diagnosis and remote configuration of home appliances are some 
of the most attractive applications. Power companies are also keeping an eye on home 
networking because it will allow them to provide value-added services such as energy 
management, telemetric (remote measurement), and better power balance that reduces the 
likelihood of blackout. Consumer electronics companies started to design Internet-enabled 
products. LG presented a smart Internet refrigerator, which has full Internet capabilities. 
Matsushita Electric showed during a recent Consumer Electronic Exhibition showed an 
Internet-enabled microwave, which can download cooking recipes and heating instructions 
from the Internet. 

Multiple home network protocols like UPnP [11], Jini [9] [10] are expected to coexist in 
the home and inter-operate through the home gateway. The gateway acts also as a single point 
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of connection between the home and outside world. OSGi [14] [15] (Open service Gateway 
initiative) is a consortium of companies that are working to define common specifications for 
the home gateway. According to OSGi model, the gateway can host services to control and 
operate home appliances. In the OSGi model, services are implemented in software bundles 
(or modules) that can be downloaded from the Internet and executed in the gateway [6]. For 
example, HTTP service is implemented as a bundle while security application would be 
implemented as another bundle. Bundles communicate and collaborate with each other 
through OSGi middleware and thus, bundles depend on each other. For example, a home 
security bundle uses an HTTP bundle to provide external connectivity [5].  

 
Because of the need to keep the price of the gateway low, the gateway will be limited in 

computational resources, especially main memory and CPU. Home gateway main memory 
will be used by various service bundles and home applications. This paper proposes efficient 
replacement algorithms for managing bundles or services in home gateways. Memory 
management has been studied extensively in operating system field [13].  Memory 
management for software bundles executed in home gateways differs from traditional 
memory management techniques in the following aspects: 

 
 Traditional memory management techniques, in general, assume that memory pages are 

independent while bundles may depend on each other. 
 Many of the commercial gateways do not come with disks, which makes the cost of 

stopping applications or services relatively high; restarting a service might require 
downloading the service bundle from the Internet. 

 
Terminating bundles 1might result in aborting one or more other bundles if they depend on 

each other. Some home applications are real-time, thus, kicking a bundle from the memory 
may result in aborting the application or the service, while in traditional memory management 
model, kicking a page from the memory costs one disk I/O. However, in some applications it 
is possible to kick one service in the application and keep the application running. For 
example, Audio-on-demand might still work without the equalizer service. However, if the 
application considers the terminated service critical to its operation, it might terminate all 
other services in the tree as well. In this paper, although the proposed model and models 
works for the two cases mentioned above we assume that terminating a node or a sub-tree 
would terminate the whole application. Thus the main contributions of the paper are: 

 
 Identifying difference between memory management in home gateway and traditional 

memory management problem in general computing environment. 
 Introducing a novel replacement algorithm for managing bundles (or services) with 

different priorities. The proposed algorithm takes into consideration the priority of the 
application, the dependencies between applications, and the memory requirements for 
each application. 

 
The rest of the paper is organized as follow; section 2 presents a formal definition of the 

problem and the dependency model. In section 3 we describe the proposed replacement 
algorithms. Experimental results are presented in section 4. Section 5 describes prior works. 
Finally, conclusions and future works are outlined in section 6.  

                                                           
1 In this paper, the terms application, service, and bundle are used interchangeably. 
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2. Problem description 

 
The gateway might need to free memory space to accommodate new services that are 

triggered by connecting a new device to the network or upon explicit local or remote requests. 
Although the amount of memory required to execute a service might change with time, the 
application service provider (or the author who provides the bundle) can give approximate 
statistical estimates of the amount of memory required to execute the services such as 
average, median, or maximum. Moreover, extra memory space might be requested by any one 
of the service instances (inside the residential gateway) to continue its service. If such 
memory is not available, the gateway picks a victim service instance (or instances) to 
terminate to allow the new application to start. Given that many of the smart home 
applications are real-time in nature, thus, the gateway tends to terminate the victim service 
rather than suspending it.  

 
Figure 1. A gateway that hosts two applications:  

home security and smart microwave 
 
The following is a typical example that explains the problem in hand. Suppose that there 

are two applications that are already running in the gateway namely, home security and 
microwave applications. One application is the home security which uses fire alarm and UDP 
as a dependent services; it has a priority level 1 (highest priority). The second application is 
the microwave service, which has a priority level 4 and it uses two subservices: heating 
instructions and import recipe. The details of the memory requirement for each application 
and service are shown in Figure 1. Now we would like to start the refrigerator application, 
which requires a total of 90 memory units. The priority level of the refrigerator application is 
3, which means it is more important than the microwave application but it is less important 
than the home security.  The fire alarm service (which is a part of the home security 
application) has the required memory but it will not be kicked out, because it has the highest 
priority. Instead it can replace the Microwave application because it has the least priority 
level.  Notice that the required space can be fulfilled by terminating several services. The 
challenge is to select those services to kick out from the memory gateway such that the 
services will be with least priority and the number of applications/services affected is 
minimal.  

 
 
 

2.1. Application dependency model 

Home security 
Memory=40 
Priority=1 

Microwave 
 Memory=75  
Priority=4 

            Heating 
        instructions   
        Memory=20

Import recipe 
Memory=55 

UDP 
Memory=30 

 

Fire alarm 
Memory=100 
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OSGi is a framework and specifications for services that can be deployed and managed 
over wired home network [4] [5] and wireless networks [4]. It provides the standardized 
primitives that allow applications to be constructed from small, reusable and collaborative 
components. The core component of the OSGi specifications is the OSGi framework that 
provides a standardized environment to applications (called bundles), and is divided into four 
layers: Execution Environment, Modules, Life Cycle management, and Service Registry. The 
Execution Environment is the specification of the Java environment. The Module layer 
defines the class loading policies and adds private classes for a module as well as controlled 
linking between modules. The Life Cycle layer adds bundles that can be dynamically 
installed, started, stopped, updated, and uninstalled. Bundles rely on the module layer for 
class loading but add an API to manage the modules in run time. The life cycle layer 
introduces dynamics that are normally not part of an application. The Service Registry 
provides a cooperation model for bundles that takes the dynamics into account. Moreover, the 
Service Registry layer provides a comprehensive model to share objects between bundles. A 
number of events are defined to handle the coming and going of services. Services are just 
Java objects that can represent anything. Many services are server-like objects, like an HTTP 
server, while other services represent an object in the real world, for example a Bluetooth 
phone that is nearby.  

The OSGi framework is completely based on Java technology. In fact, the specification 
itself is just a collection of standardized Java APIs plus manifest data. Bundles or services are 
implemented as plug-ins modules called bundles. These bundles can be downloaded from the 
application service providers through the Internet. Examples for services that are used for 
application development are Java development tools, J2EE  monitor, crypto services, bundles 
that provide access to various relational database management systems (e.g., DB2, Oracle, 
etc.), HTML creation, SQL, Apache, Internet browser,  XML plug-ins, communication with 
Windows CE, etc. Other system administration bundles like core boot, web application 
engine, event handling, OSGi monitor, file system services, etc. Bundles for various Internet 
and network protocols, like, HTTP service, Web services, SMS, TCP/IP, Bluetooth, X10, 
Jini, UPnP, , etc. There are many bundles that are already implemented by OSGi partners 
[15]. 

  
2.2. Formal definition of the problem  

 
More formally, our problem can be described as follows. Let G={g1,g2,…,gj } present the 

set of graphs (applications), and let S={s1,s2,…,si } be the set of service instances currently 
resident in each graph in the main memory. Service instance si occupies M(si) memory, and 
each si  may have other services depending on it. T(si) is the set of services that depend on si, 
and the memory occupied by si and its dependants is denoted as M(T(si)). The services in the 
memory gateway have three levels of priorities High, Medium and Low (H, M and L). 

 Given that a new service instance si , with memory requirement M(si)  has to be created, it 
might be required to remove some of the currently existing instances in order to free room for 
the new instance. Assume that the extra required memory for this operation is Mt units, that is 
Mt=M(s) - Mf, where Mf  is the current amount of available memory. Here we assume that, 
when a service instance is terminated, all instances depending on it will be terminated and 
removed as well. Our goal is to reduce the quality of removed (stopped) services. More 
precisely, it is desired to find a service with least priority, whose ejection, together with all its 
dependents, will make available a total memory of at least Mt units. 
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 In this paper we discuss two approaches to achieve our goal in preserving the quality of 
services in the memory gateway and present two algorithms The Relative Weights (RW), and 
the Strict Priority (SP) algorithms.  

 
2.3. Traditional replacement algorithms 

 
The traditional memory management techniques, like Best Fit and Worst Fit make 

selection based on the amount of memory used and ignore the dependencies. In fact these 
algorithms can be used to solve the problem in hand. We use Best Fit and Worst Fit 
algorithms as yardstick to evaluate the performance improvement achieved by the proposed 
algorithms. We modified Best Fit and Worst Fit to take into consideration the total 
accumulative memory of each service (bundle) resulting from stopping one or more 
service(s). Best Fit chooses the service, s S, with the smallest total memory that is ≥ Mt. 
While Worst Fit chooses the service, s S, with the largest total memory that is ≥ Mt.  

 
3. The new bundle replacement algorithms 
 

The algorithm mainly visits all the nodes in sequential manner. Note that the node X can be 
a root of a tree (an application), a leaf node, or a non-leaf that acts as a root of a sub-tree. 
Recall, leaf and non-leaf nodes represent services that belong to that application. If X is the 
root node then the gateway will stop the corresponding application. But if X is non-leaf node, 
then deleting X delete the sub-tree under X. This will result in stopping some features of the 
application. In many cases applications can continue to run at reduced functionality. For 
example, stopping the “Equalizer” service in an Audio-on-Demand application would not 
stop the audio delivery and the Audio-on-Demand service can still continue working without 
the “Equalizer” service. In our experiments, without loss of generality, we assume that 
stopping a service will stop all dependent services in its sub-tree but will not stop the hosting 
application. We implemented two flavors of the service management algorithm depending on 
how the priority is handled. 
 
3.1. The relative priority replacement algorithm 

 
RW Algorithm 

  1:    for each gj in set G      // graphs loop 

   2:        for every si in graph gj      //services loop 
   3:              if (M(T(si))>Mt ) 
   4:     //s has enough  memory 
   5:                             if(W(T(victim))  > W(T(si))  ) 
   6:                                  victim= si;      // total  weights for si < victim   
   7:                             end if 
   8:                       end if 
   9:         end for // services loop 
 10:      end for // graphs loop 
 11:     if (victim!=NULL)  
 12:         delete(victim);         // delete  victim service 
 13:     else 
 14:         return  “no solution found” 
 15:     end if   

 
Figure 2. RW replacement algorithm 
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Some of the real life scenarios represent priority by weight values that reflect the 
importance of the application. Relative Weight (RW) algorithm treats priorities as weights. 
Large weight values are assigned to high priority services and small weight values are 
assigned to low priority services. In this algorithm, W(si) is assigned to each root node to the 
priority level that the corresponding application. Subservices, which are represented by leaf 
and non-leaf nodes, inherit the priority from their parents.   

 
W(T(si)) is the total weight for the service with its dependants. W(T(si)) is calculated by 

adding up the weights of the node si and all the nodes in its sub-tree. The terminated service 
(victim) will be the one with the least weight and of course its termination frees enough space 
for the new coming application. 
 

The algorithm in  
Figure 2 checks if the service has the required memory for the new coming service, then 

we check for the service with least weight. So the RW algorithm traverses all the services 
available in the gateway and checks if the service has the required memory. If the service 
does have the required memory the algorithm checks if its weight is less than that of the 
victim; if this is true, the victim is updated. Note that the RW model may not find a service 
with enough memory space; in this case, the new service cannot start.  

 
3.2. The strict priority replacement algorithm  
 

The other way to treat applications with different priority is to give an unprecedented 
attention to high priority applications before serving applications with lower priorities. We 
refer to this algorithm as the Strict Priority algorithm. The difference between the strict 
treatment and the relative weight treatment of the priority appears when there is a need to 
delete more than one low priority service, say c low priority services. If the total weight of the 
c low priority services is larger than the weight of a high priority service, then the Relative 
Weight algorithm will remove the high priority service. While the Strict Priority algorithm 
will remove the c low priority services regardless of the value of c.  

 Strict Priority model assumes that the priority is a property of the application; all services 
and subservices inherit their priorities from their parent applications. The model assumes that 
there are k different priority levels assigned values from 1 to k, where 1 refers to the highest 
priority and k refers to the lowest priority.  

To minimize the number of services terminated, we select to terminate the node with 
minimum number of dependents. To account for the number of dependent services (that will 
be terminated by kicking the sub-tree root) we use the Ratio(si) formula: 

 
 

 
The terminated service (victim) will be the one with least priority and has low Ratio value. 

The SP algorithm performs one pass through the services in the memory gateway. Since the 
new service cannot kick out a service of higher priority, the SP algorithm simply considers 
services of equal or less priority than the new services. So the SP algorithm traverses all 
services in the gateway to select the candidate victim. The algorithm will check if the priority 
of si is less than the priority candidate victim. If true, si  is added to the candidate victim list. 
Among all candidate victims with the same priority, the algorithm chooses the one with the 
least Ratio.  This process is repeated until all services are processed. 
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SP Algorithm 

  1: for each Gi in set      //graphs loop 
  2: for every s in graph Gi    //services loop 
  3:        if (M(T(s))>Mt ) 
  4:                       //s  has enough memory  

  5:            if (P(victim) < P(s) ) 
  6:                            victim = s ;    // priority of s  < priority of the victim  
  7:                       else if (P(victim)==P(s) ) 
  8:                                   If (Ratio(victim) < Ratio(s)) 
  9:                                       victim=s;     //equal priority and different AMS 
10:                                    end if 
11:             else 
12:     // don’t update victim 
13:                       end if 
14:                  end if 
15:          end for // services loop  
16:      end for // graphs loop 
17:     if (victim!=NULL)  
18:         delete(victim);         //this function  deletes the victim service 
19:     else 
 20:     return “no solution found”     
 21:     end if 
  

 
Figure 3. Pseudo code for the strict priority algorithm 

 
4. Performance evaluation 

 
We carried extensive simulation experiments to evaluate the performance of the proposed 

algorithms in terms of the number and priority of the removed services. We also measured the 
algorithm execution time. The amount of memory required by each bundle (or services) is 
assumed to be uniformly distributed. Initially, services are generated with random sizes and 
loaded into gateway memory, until the memory becomes almost full; in our experiments we 
filled the gateway with 100 services. Each service can be dependent on a number of other 
services.  Dependent service sizes are selected according to uniform distribution from a pool 
of available services.  The sizes of memory required for the execution of a bundle (or service) 
are in the range from 1MB to 5MB. Services have three levels of priorities High, Medium and 
Low (H, M and L).  

The expected output of the simulation is to find out which service(s) should be kicked out 
to make room for a incoming service. To measure the quality of the deleted services we 
calculate the total weight of the stopped services using the equation below. V is the set of 
stopped services. Wv denotes the total weight of all services that are stopped to start the new 
service.  

 
 
We conducted experiments to compare the performance of the traditional algorithms, 

namely, Best-fit and Worst-fit with the proposed algorithms RW and SP. Each experiment is 
repeated 100 times and the average of the results is calculated.  

 
4.1. Evaluation of the relative weight algorithm 
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In this experiment we compared the RW algorithm with the well-known best fit and worst 

fit algorithms in terms of the quality of victim services, as the size of the new coming bundle 
increases from 1 MB to 10MB. To measure the quality of the deleted services we assign 
weights {400, 200, 1} according to the priority these services obtain (High, Medium and 
Low) respectively. The performance of the service management algorithms is evaluated by 
measuring the total weight of the stopped services as a function of the size of the new coming 
service. Figure 4 shows the total weight of the stopped services in the Y-axis and the size of 
the new services in the X-axis. The total weight of the stopped services is increasing as the 
size of the new coming service increases because of the need to terminate more services. The 
results show that the RW outperforms the traditional algorithms in preserving the services 
with high priority. The performance gain increases with increasing the size of the new 
service. 

 

Figure 4. Quality performance of algorithms while increasing the new 
service size 

 
Table 1 compares the execution time of the RW algorithm with the execution time of the 

best fit and worst fit algorithms as a function of the number of services that exists in the 
gateway. The size of the new coming service is fixed to 5 MB. The costs of the three 
algorithms increase with increasing the number of services in the gateway because of the 
sequential nature of the algorithms. The results show that the cost of the RW algorithm is 
higher than (but close to) the best fit and worst fit algorithm. The difference in the execution 
time is always less than 6% and it significantly decreases as the number of services in the 
gateway increases. This makes the proposed algorithms suitable for practical applications. 

 
Table 1. Comparing the execution time of the RW with best and worst fit 

 
No. of existing 

services 
Worst Fit(µs) Best Fit(µs) RW(µs) 

100 18 18 19 
200 35 35 36 
300 51 51 53 
400 68 68 69 
500 85 85 86 
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4.2. Evaluation of the strict priority algorithm  

 
To check the performance of the SP algorithm, we performed experiments that count the 

number of services with high, medium and low priority levels that are deleted. The SP 
algorithm uses the Strict Priority model, which does not use weights that relate between 
various priority levels. Figure 5 illustrates the accumulated number of deleted services for 
each priority level. 

The size of new coming service is set to 15MB. Each experiment is repeated 100 times. 
The y-axis shows the accumulated number of terminated services over the 100 experiments 
for each algorithm used. One can easily observe that the SP algorithm outperforms Best Fit 
and Worst Fit.  The SP algorithm protects services with high priority from being kicked out. 
In addition, the SP algorithm terminates less total number of services (regardless of the 
priority level) when compared with the traditional algorithms, Best Fit and Worst Fit. Figure 
5 shows the total number of deleted services for Best Fit (or Worst Fit) is 606 while the total 
number of deleted services for the SP algorithm is only 303, which accounts for 50% 
improvement.  
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Figure 5. Average Number of Deleted Services, Single Pass algorithm 
using Strict Priority model 

 
Table 2. Execution time comparison between the SP and the Best Fit and 

Worst Fit  
No. of existing 

services 
Worst Fit(µs) Best Fit(µs) SP(µs)   

100 18 18 24 
200 35 35 46 
300 51 51 69 
400 68 68 95 
500 85 85 116 

 
Table 2 shows the cost of the SP algorithm in terms of execution time and compare it with 

the execution time of the best fit and worst fit algorithms as the number of services in the 
gateway changes. The size of the new coming service is fixed to 5 MB.  The execution time 
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of the SP algorithm is slightly larger than the execution time of the traditional algorithms (as 
well as the RW algorithm). However, the difference is small, which makes the SP algorithm a 
viable option for real-time solutions.  
 
5. Prior work 
 

There are a lot of research works that addressed the memory management problem 
extensively in the past.  However, the service model is different than that of the home 
applications. The most efficient traditional memory management algorithms are best-fit, 
worst-fit. In the experiment section, we compared them with our proposed algorithms in 
section 2. One of the main differences between memory management for smart home 
applications and general computer applications memory management in that the first one 
takes into account the priority of the application and subservices and the dependencies among 
the different services or bundles.  

 
Vidal et.al. [19] addressed QoS in home gateway, they proposed a flexible architecture for 

managing bandwidth inside the home; however they have not addressed memory 
management in home gateways. In [24] we addressed memory management in home gateway 
but this work did not take priorities of the applications into consideration. To the best 
knowledge of the authors there is no study related to the memory management in the context 
of smart home applications. Ali et.al. [8] proposed architecture based on OSGi for wireless 
sensor network where data is processed in distributed fashion. They showed how to execute 
simple database queries like selection and join in a distributed fashion. [17] addresses 
protocol heterogeneity, interface fragmentation when connection several devices to OSGi-
based gateway at home. The paper describes different scenarios and challenges for providing 
pervasive services in home applications.  
 
6. Conclusions 
 
     This paper studied the problem memory management in the context of smart homes. One 
of the main differences between our problem and the traditional memory management is the 
priority of the applications and the dependencies among different services.  

We proposed two algorithms; the first one is the Relative Weights algorithm that uses 
weight vector to represent the priority between applications. Furthermore subservices inherit 
the priority of the parent application. The second one is the Strict Priority algorithm, which 
assumes that high priority service is more important than any number of low priority services.  
We compared the proposed algorithms with the traditional memory management algorithms 
like best fit and worst fit. Simulation results indicate that RW and SP are much better than 
best fit and worst fit in terms of the total number of services kicked out and their priorities. At 
the same time, the proposed algorithms execution time is comparable to the execution time of 
the best fit and worst fit.  In the future, we will study the optimal solution for the memory 
management problem within the above constraints. 
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