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Abstract 

In order to protect Internet users from various attacks such as worms, viruses and other 
intrusions, signature-based intrusion detection system (IDS) should be deployed at the critical 
part of the network with rapid response for updating newly emerged attack signatures and 
containing the spread of worms or viruses at their early stage. The processing speed of one 
IDS cannot achieve the throughput requirement in the core networks because of the pattern 
matching, the key operation for signature-based IDS, is complex and time consuming. In this 
paper, it argues that if the signature set is shared by multiple IDSs, a packet needs to be 
checked once and once only by one of the IDSs, so traffic load can be redistributed among the 
IDSs to avoid local congestion. Packet marking is used to indicate the status of this packet 
utilized by collaborative IDSs, and a redistribution strategy named inner logical ring (ILR) is 
built among IDSs to redistribute the traffic load. Meanwhile, caching scheme is used to keep 
sequence for packets belonging to the same flow. This collaborative distributed IDS is robust 
with rapid response to various attacks, and the detection throughput is significantly increased 
from the throughput of the weakest IDS to the summation of all the collaborative IDSs. 
 
1. Introduction 

Malicious attacks frequently happen and cause millions of computers infected by various 
worms and viruses. Currently, only a part of enterprise users are protected by IDSs on the 
gateway of their networks, which are installed on the edge routers and maintained by network 
administrators belonging to different organizations. Other personal users install defending 
software on their computers and protect themselves on their own. It’s quite difficult to keep 
all the computers with the most up to date defending software, because it is time consuming 
to update the signature database when new worms or viruses emerging for so many 
computers, which may lead to the wide spread of the worms or viruses and affect the normal 
Internet communication. Therefore, it would be a better choice if ISPs can deploy IDSs at the 
critical part of the core network, such as on the core routers, and provide users with services 
not only limited to the basic packet forwarding but also including intrusion detection and 
prevention. By doing so, IDSs in the core network can be updated rapidly and contain newly 
emerging attacks at their early stage within a local part of the network.  

In order to find attacks hidden in network traffic, IDS on a router needs to compare the 
payload of every incoming packet with multiple patterns. This function is complex and time 
consuming. Since it’s hard for software implementation to achieve high throughput, several 
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hardware-based methods have been proposed [1-4] with the average processing speed of 
several gigabits per second. Most current methods use the trick that matching hit rate is low in 
the network traffic, if not this case, such as worms break out on the Internet, the detection 
performance will degrade significantly. Furthermore, the link speed in the core network has 
reached terabits per second, if the IDS on a router checks every packet passing through, the 
throughput cannot scale to support such high speed and will be a bottleneck if the IDSs are 
deployed in the core network. 

In this paper, a collaborative distributed IDS is proposed. It argues that if the signature set 
is shared by multiple IDSs, a packet needs to be checked once and once only by one of the 
IDSs. For that matter, packet marking is used to carry the indicating signal shared among 
inner IDSs, and inner logical ring (ILR) is built among routers to redistribute the traffic load 
to avoid local congestion. In addition, caching scheme is used to keep arriving sequence at the 
destination for packets belonging to the same flow. This collaborative distributed IDS is 
robust with rapid response to attacks and significant increase in detection throughput. 

The rest of this paper is organized as follows. Related works will be presented in section II. 
The proposed distributed collaborative scheme will be illustrated in section III. Section IV is 
the performance evaluation and section V is the conclusion. 

 
2. Related work 

Much work has been done to do the attacks detection and containment in the network 
scope[5], which is in the categories of anomaly-based and signature-based schemes. 

Anomaly-based schemes can detect unknown new worms. Since most networks behave in 
a particular and consistent fashion most of the time, when there are lots of abnormal 
phenomena occurring on the network, it often means something is wrong. 

Anomaly-based detection schemes require the definition of normal network behavior. The 
big challenge of anomaly-based schemes is defining what normal network behavior is, 
deciding the threshold to trigger the alarm, and preventing false alarms. The users of the 
network are normally human, and people are hard to predict. If the normal model is not 
defined carefully, there will be lots of false alarms, and the detection system will degrade 
performance. 

Signature-based schemes compare the payload of every packet with attack signatures in 
database. One big challenge of the signature-based IDS is that every signature requires an 
entry in the database, so a complete database might contain thousands of entries. Each packet 
is compared to all entries in the database, which can be very resource-consuming and doing 
so will slow down the throughput, make the IDS vulnerable to DoS attacks. Some IDS 
evasion tools use this vulnerability and flood signature-based IDSs with too many packets to 
the point that the IDS cannot keep up with traffic, thus making the IDS time out and miss 
packets, and as a result, possibly miss attacks.[6] 

Wong et al.[7] showed that deploying IDS at backbone routers is as effective as deploying 
at all the hosts the backbone routers cover. But it is more complex to install IDSs at every 
single host than only at backbone routers.  

Most IDSs are designed for local area or enterprise network detection and containment. 
But ISPs have a greater position in worm containment since they are the junction of data 
exchange. In [8],  Moore et al. showed that implementing containment in the ISP ASs is far 
more effective than in the customer’s AS. After detecting worms from a certain customer 
network, the ISP can slow down or block off partial traffic from that network to prevent 
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worms from spreading to other customer networks. The detection might be more complex for 
signature-based schemes because of dealing with large amounts of traffic. 
 
3. Collaborative distributed scheme 

If the pattern sets of different IDSs run by an ISP are the same, it will be unnecessary to 
check a packet multiple times. Since router is normally stateless, it will never know whether 
an incoming packet has been checked or not unless the checking information can be 
extracted. And redundant checking can be eliminated if the checking information is available 
and authentic. Therefore, collaborative mechanism can be built to share the traffic load 
among IDSs on routers for the purpose of alleviating the workload pressure for each IDS. 

For the ease of discussion, in this paper, the pattern set of each router belonging to the 
same ISP is assumed to be the same. If not the case, a common pattern set can be derived and 
compared only once with each packet forwarded by routers of the same ISP, and the unique 
patterns can be compared with separately by each router. 

In order to get the checking status information of a packet in real time, two unused bits in 
the packet header are used by the collaborative IDSs as indicators to indicate the checking 
and routing status of this packet, which will be discussed later.  

 
Figure 1. Routers sharing the same rule set form the inner area 

Even if checking information indicated by the marking bits is available, it can be not 
true which may be modified and sent from a malicious user to confuse the detection 
system. To make the collaborative detection mechanism reliable, reliability among 
routers is limited within a scope. Currently, the most practical reliable scope is 
interconnected routers in the same ISP AS, where routers can be configured by the same 
pattern set and follow the same strategy. 

As shown in Fig.1, with the boundary, the whole network is logically divided into 
two parts from the ISP’s view, reliable inner area and unreliable outer area. The rest 
routers and hosts form the latter. 

In the following, the problem will be defined formally.  
The number of inner area routers is N, and the name of each router is Rin where n is 

an integer ranging from 1 to N. The capability to do attack detection for Rin is Ain. The 
sum of the capability to do attacks detection of the N routers is Aisum(N) 

1

( )
N

sum n
n

Ai N Ai


 
 



International Journal of Multimedia and Ubiquitous Engineering  

Vol. 4, No. 2, April, 2009 
 

 

52 

Assuming the connection type between inner routers with outer area nodes is point to point, 
the number of inner routers’ physical ports connected with outer area nodes is M, and the 
name of each port is Pom where m is an integer and ranges from 1 to M. The amount of traffic 
coming from outer area into the inner area through Pom is Aom. The sum of the amount of 
traffic coming into the inner area through the M ports is Aosum(M). 

1

( )
M

sum m
m

Ao M Ao

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Considering the current single router detection methods, the bottleneck of the system is the 
router with the weakest capability to do attack detection. The system will be overflowed, 
when Aosum(M) > MIN(Ain) and all the traffic passes through the router with weakest 
capability to do attack detection. 

The optimum solution is the system can work properly when Aosum(M) < Aisum(N). Since 
network congestion usually happens in local part of the network and mainly caused by non-
uniform traffic distribution, some routers are heavily loaded while others are still with light 
load. To handle this, collaborative distributed attacks detection strategy can be used to 
rebalance the traffic among routers. As overall network congestion rarely happens and actual 
network traffic is a small portion of the traffic in the worst case, it almost always meets the 
condition that Aosum(M) ≤ Aisum(N).  

In this paper, we propose a collaborative distributed intrusion detection scheme called inner 
logical ring (ILR) to increase the overall checking throughput, accompanied by an LRU-
based cache scheme to quarantine flow sequence. 

In order to achieve the above goal, ILR has three aspects to be solved. 
The checking status of a packet should be shared among inner routers in real time, which is 

implemented by packet marking scheme. Normal packets are marked as ‘checked’ state and 
malicious packets are simply discarded. 

A packet should be checked by one inner router before it leaves the inner area. If routers on 
the shortest path are fully occupied, other inner routers on the redistribution path, known as 
ILR, are employed to help checking this packet. 

Flow sequence should be guaranteed by LRU-based cache scheme while packets are 
redistributed among inner routers. So, whether a packet should be checked by the router will 
be instructed according to the recently arrived flows in the cache.  

As shown in Fig. 1, routers which share the same set of attacks detection rules form a 
connected graph, and these routers are defined as inner routers. Inner routers and links 
between any two inner routers form the inner area, while other routers, hosts and links form 
the outer area. If an inner router has a port connects with outer area, the router is defined as 
border router and the port is defined as border port. Inner routers are connected by some inner 
links in thick solid lines to form an inner logical ring. Each inner router has a logical neighbor 
on the clockwise of the ring. If a packet cannot be checked by routers on the shortest path, it 
will be sent to the clockwise neighbor router on the logical ring, until one router have the 
capability to check this packet. Then the packet will be sent to destination along the shortest 
path from this router. 

We use two undefined bits in the packet header to indicate the status of the packet.  
Information exchanging among inner routers is thought to be reliable, while information 
coming from outer area is considered to be unreliable. In order to avoid cheat, both the two 
bits are set to 0 by the border router with diagonal lines in Fig. 1, when the packet enters into 
the inner area. 
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C bit: it’s used to instruct the checking strategy of IDSs in the inner area. 0 represents this 
packet has not yet been checked in the inner area. While 1 represents this packet has been 
verified a normal one to be forwarded to the destination. Malicious packet will be directly 
discarded by the router checking it without further forwarding. 

R bit: it’s used to instruct the forwarding strategy of routers in the inner area. 0 represents 
this packet is normally forwarded along the shortest routing path while 1 represents this 
packet is in special routing mode, which will be described in details later. 

Packet marking is most easily done by using the DSCP field in the IP header. If this is not 
possible, other packet marking strategies like IPv6 extension headers or using a private 
address space and tunneling can be imagined[9]. 

The most efficient way is all the packets can be checked on the shortest routing path before 
leaving the inner area, for they can be forwarded by the least routers on the way to 
destination, without adding extra forwarding workload to the inner routers. The entrance 
router is supposed to process incoming packet if it has spare capacity. Otherwise, the packet 
will be forwarded along the shortest path until one router can handle it. However, when the 
traffic load is heavy, not all the packets can be checked by the fully-occupied routers on the 
shortest path. To solve this problem, we use links to connect the inner routers as a logical 
ring, defined as Inner Logical Ring (ILR), to redistribute the traffic when part of the inner 
routers don’t have additional capabilities to check the newly arrived packets. Since the 
routing throughput is much higher than the pattern matching throughput, traffic can be sent to 
any node quickly to do pattern matching. As long as Aosum(M) ≤ Aisum(N) is true, the system 
can work properly. 

A B

C

E D

B
C

D

E

C

A

 
Figure 2. Router C has two logical positions on the ring 

To form the logical ring to connect all the inner routers in series, in some cases a router 
may have more than one logical position on the ring, which means the ring will pass the 
router more than once from different physical ports. Each logical position will be assigned an 
outgoing port number to its clockwise neighbor. This information will be bound to the 
incoming port. A mapping table (MT) can be used to record the incoming port and the 
corresponding outgoing port. With the help of MT, each router will know the route to its 
clockwise neighbor on the ILR. As shown in Fig. 2, inner routers form a logical ring in the 
sequence of <A, B, C, D, E, C, A>. Router C has more than one logical position on the ring, 
and C has two logical neighbors, which are D and A. Usually, routers in the core network are 
nearly fully connected, by carefully constructing the logical ring, each router can have only 
one position on the ring. 
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ILR will not function until the inner routers along the forwarding path cannot handle all the 
packets. In this case, the last stage router within the inner area will mark R bit of the 
unchecked packet as 1 and route it to the ILR neighbor recursively until one has the capability 
to process this packet. If the last stage router has more than one position on the ring, its 
clockwise neighbor is assigned according to the hashing value of the flow ID, so that packets 
of the same flow will be sent to the same logical neighbor. For router having multiple logical 
positions and without additional processing capability, packets with R bit equal to 1 coming 
from one of its anticlockwise neighbors will be sent to the corresponding clockwise neighbor 
according to the MT. Once checked, R bit of this packet will be marked as 0, which means 
this packet resumes to normal routing state and it will be forwarded to the destination along 
the shortest path according to the routing table. During a packet being forwarded around the 
ILR, its TTL field will not be changed until it resumes to normal routing state. 

Due to the limitation of pattern matching capability of one router, packets may be 
distributed to different inner routers to do the pattern matching task. Because of the different 
processing speed and varying queuing lengths, packets in the collaborative system may not be 
forwarded in a FIFO mode, resulting in disorder problem. Though it’s OK for UDP packets 
and TCP packets belonging to different flows, it will be a problem for TCP packets of the 
same flow if packets out-of order occurs seriously. Hashing flows rigidly to a particular router 
to do pattern matching would be a choice, but since the incoming traffic cannot be hashed 
uniformly among inner routers, and the selected router may not on the routing path, the 
overall system robustness cannot achieve optimum. 

In this paper, the balance between system robustness and keeping flow sequence is solved 
by the observation that if the arrival interval between two consecutive packets is long enough, 
they can be processed by different routers and go along different paths with very low 
probability of disorder, which can be handled by TCP glide window without affecting the 
application-level performance.  

An LRU-based cache is used to record recently arrived flows. When the cache is full, the 
flow A which is the least recently used in the cache will be replaced by the new incoming 
flow.  So flow A will be treated as a new flow when it arrives later. 

 
Figure 3. Architecture of IDS in a router 

As shown in Fig. 3, all the incoming packets read out from the incoming FIFO will be sent 
to the routing lookup module to get the next hop forwarding information, but only the 
unchecked ones can be sent to the flow ID generator module, which uses the five-tuple 
(source and destination IP address, source and destination port number, protocol type) as 
input and generates 32 bits flow ID in CRC-32 method.  
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There are three fields in the cache, FID is used to record the flow ID, C bit is used to record 
packets of this flow should or shouldn’t be checked by this router, and V bit is used to 
indicate whether or not this entry is valid. The cache can be implemented by BCAM and the 
LRU relationship can be recorded by a link list. The input flow ID is compared with valid 
entries in cache. If there is a cache hit and the C bit of the matched entry is equal to 1, the 
packet is sent to the checking queue and the matched entry is moved to the head of the link 
list; If there is a cache hit and the C bit of the matched entry is equal to 0, the packet is sent to 
the forwarding queue and the matched entry is moved to the head of the link list; If there is a 
cache miss and the length of the checking queue doesn’t exceed the almost full threshold (3/4 
of the maximum length), the packet will be sent to the checking queue and a new entry is 
saved in the cache in LRU manner with C bit equal to 1; If there is a cache miss and the 
length of the checking queue does exceed the almost full threshold, the packet will not be sent 
to the forwarding queue, and a new entry will be saved in the cache in LRU manner with C 
bit equal to 0.  

The detection module reads one packet from the checking queue and checks the packet 
with attack signatures in the pattern set. According to the checking result, if it’s a normal 
packet, the C bit of the packet is set to 1 and the packet is sent to forwarding module, 
otherwise, it is discarded. 

In this way, every packet is checked by one and only one IDS in the inner area. IDSs on the 
packet’s forwarding path have higher priority to be selected to check the packet. However, if 
they are heavily loaded and cannot handle more packets, IDSs on the ILR are sequentially 
selected until one can process this packet. Then normal packet is forwarded to its destination 
along the shortest path whereas malicious packet is simply discarded. In order to keep the 
flow sequence, LRU-based cache is used for each IDS to record the recently arrived flows. 
Packets of the same flow are usually forwarded along the same path unless the arrival interval 
is large enough for packets of the same flow can go along different path with low disorder 
probability, which can be easily handled by sliding window. 
 
4. Performance evaluation 

Author names and affiliations are to be centered beneath the title and printed in Times New 
Roman 12-point, non-boldface type. Multiple authors may be shown in a two or three-column 
format, with their affiliations below their respective names. Affiliations are centered below 
each author name, italicized, not bold. Include e-mail addresses if possible. Follow the author 
information by two blank lines before main text. 

According to the statistical result, the number of parallel packet flows in a core-router in 
CERNET was reaching 300 million in 2005[10]. Internet traffic is dominated by TCP flows 
and UDP flows[11]. In this paper, UDP packets of the same flow can be checked at different 
IDSs to balance the traffic load, given that UDP packets don’t need to be kept sequential.  

The network topology adopted in simulation is built using the NW small-world network 
model[12] in two steps: 1) start from a regular nearest-neighboring network of N nodes 
(N=100), in which node is connected to its 2K neighbors (K=1); 2) at every step, with 
probability p (p=0.2), add an edge to the network. And the border ports which are connected 
to the outer area are generated randomly. The average number of hosts covered by one 
backbone router is about 100.  

Then we use the Shortest-Distance-Vector algorithm to build a routing table for each 
router. After that we generated the input packets according to the traffic distribution in [11]. 
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The total number of flows in the simulations is 10000, and the simulation time lasts 10000 
cycles. 

The differences between stand-alone method and our collaborative method are as follows: 
1) stand-alone method checks each packet only at the edge routers. In this way, if a packet 
cannot be checked by the entrance or exit edge routers, it will arrive at the destination without 
detection. 2) Our collaborative method checks each packet only once on its way to the 
destination. All the routers have the capability of intrusion detection. If a packet remains 
unchecked when it arrives at the exit border router the first time, it will be sent to its ILR 
neighbor recursively and its R bit will be set to 1 until one router has the capability to check 
this packet. After that, it will be forwarded to the destination along the shortest path. And the 
packet will not be discarded unless it arrives at the destination the second time with C bit 
equals to 0. In order to deal with the disorder problem, LRU manner was used to handle 
different cases. 

 
Figure 4. Packet Discarding Percentage 

 
Figure 5. Average Packet Delay 

As shown in Fig. 4 and Fig. 5, traffic load is varied from light to heavy then back to light, 
and the heaviest traffic in a simulation cycle amounts to Aisum(100), the sum of the capability 
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to do attacks detection of the 100 routers. During the whole simulation cycles, our 
collaborative method hasn’t discarded a single packet, which effectively proofs that as long as 
Aosum(M) ≤ Aisum(N) is true, the system can work properly. When the traffic is light, there’s no 
packet discarded in both methods, but the average packet delay of stand-alone method 
increases rapidly while ours maintains to be fairly short. Although the average packet delay of 
our collaborative method increased relatively high whereas that of stand-alone method 
decreased a lot as the traffic load aggravating, our method is still robust without discarding 
any packet. However, in contrast, a majority of packets have been discarded in stand-alone 
method since the unbalanced load distribution and traffic congestion. And its decreasing 
packet delay is a feint since lots of long-delay packets have been discarded in the midway. 

The simulation result shows that when the deployment ratio is 1%, the collaborative 
method is as effective as 50% hosts are deployed with IDSs. The detection throughput is the 
summation of all the routers’ detection capability, which is independent of the traffic 
distribution. When the traffic load is light, the delay is almost the same as the stand-alone 
method. When the traffic load is heavy, the delay increases but it still can check all the 
incoming packets, while the stand-alone method has already missed detection of some 
packets. Flow sequence is guaranteed; about 2.3% packets are out of order, which can be 
handled by the sliding window at the destination. 
 
5. Conclusion 

In this paper, a collaborative distributed intrusion detection method is proposed, 
which can be deployed on the backbone routers in the same ISP AS. In order to fully 
utilize the detection capability and increase the overall detection throughput, a packet 
only needs to be checked once in one ISP AS along its way to the destination on the 
premise that the attack signatures can be shared by the routers of the same ISP. For 
details, three specific techniques have been employed. Packet marking is used to share 
the detection and routing status. Inner logical ring is built to redistribute the packet 
when none of the routers on the shortest path has the capability to check it. LRU-based 
cache in each router is used to keep TCP flow sequence while UDP packets can be 
checked at any router to balance the work load. The simulation result shows that the 
overall detection throughput increased significantly since the adoption of our 
collaborative method, and the deployment ratio is much less than that deploying IDSs at 
the hosts. 
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