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Abstract 

In this paper, we introduce an anchor-free and single-shot instance segmentation method, 

which is conceptually simple with 3 independent branches, fully convolutional and can be 

used by easily embedding it into mobile and embedded devices. Our method, refer as EOLO, 

reformulates the instance segmentation problem as predicting semantic segmentation and 

distinguishing overlapping objects problem, through instance center classification and 4D 

distance regression on each pixel. Moreover, we propose one effective loss function to deal 

with sampling high-quality center of gravity examples and optimization for 4D distance 

regression, which can significantly improve the mAP performance. Without any bells and 

whistles, EOLO achieves 27.7% in mask mAP under IoU50 and reaches 30 FPS on 1080Ti 

GPU, with single-model and single-scale training/testing on the challenging COCO2017 

dataset. For the first time, we show the different comprehension of instance segmentation in 

recent methods, in terms of both up-bottoms, down-ups, and direct-predict paradigms. Then 

we illustrate our model and present related experiments and results. We hope that the 

proposed EOLO framework can serve as a fundamental baseline for a single-shot instance 

segmentation task in Real-time Industrial Scenarios. 
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1. Introduction 

Instance segmentation is a more complex task comparing with object detection and semantic 

segmentation. It requires predicting each instance not only an approximate location but also 

pixel-level segmentation. The recent instance segmentation networks tend to be lighter and 

try to keep the State-of-the-Art performance. Despite the anchor-free and one stage detectors 

have promoted the speed of inference, these advanced algorithms are not small enough and 

inference slow for most industrial application scenarios. It is still a challenge to implement a 

faster and smaller instance segmentation network on a computationally limited platform. To 

break through this dilemma, this paper proposes an efficient and succinct instance 

segmentation network for embedded vision application scenarios. There are four 

categorizations of instance segmentation algorithms, two-stage or one-stage paradigms, and 

top-down or bottom-up paradigms. Mask R-CNN [1] and its’ relative derivatives are 

following top-down and two-stage paradigms. It first detects objects by bounding boxes and 
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classification then fine-tuning the bounding boxes and segments the instance mask in each 

bounding box. TWO-stage paradigm improved accuracy but the dependant branches and 

luxurious computation decide the difficulties of real-time, it is impossible to deploy Mask R-

CNN on an embedded platform. The recent computer vision algorithms use simple pipelines 

of one-stage. One-stage instance segmentation is affected by one-stage target detection 

research, such as early anchor-based detection model YOLO [2] and RetinaNet [3], recent 

anchor free detection models like FCOS [4] and CenterNet [5]. The design of anchors limited 

the generalization of the model, the model cannot adapt to new data, new scenarios, and new 

scales. Moreover anchors also increased the computation volume. In the industry should 

know that these anchor-based models are not practical. Recently, anchor-free detectors can 

outperform the anchor-base detectors in both accuracy and computation volume. Anchor-free 

and one-stage have gradually become the industry’s better even the best choice.  
 

 

Figure 1. The EOLO results on real data collected from Raspberry Pi4 camera accelerate with Google 

Coral USB Accelerator reaches 18 FPS for inference 

In fundamentally, top-down and bottom-up methods both are exploring the relationship 

between objects and pixels (relationship between semantic and pixels). Recently advanced 

one-stage and anchor-free instance segmentation such as PolarMask [6] provides a direct 

answer, PolarMask describes contours using 36 points which are the intersections of 36 fixed-

direction rays from the object center to object boundary, the center point on the feature map is 

represented by a 2D vector-Center(x, y), each center has 36 distance values which could 

describe the points on the contours of the instance. This method converts the instance division 

problem into instance center point classification problem and dense distance regression 

problem. Compared to FCOS, which extends radiates rays from 4D (from the center to left, 

right, top and bottom) to 36D (from the center to 36 fixed directions). Instance segmentation 

is transferred as an object detection problem. Because of the shape diversity, PolarMask could 

not fig out the concave and irregular polygon problems. Increases the counts of rays could 

relieve this problem, but cannot solve it. Increasing counts of rays will increase the 

computation volume relative original 36-values regression problem. SOLO [7] is another one-

stage and anchor-free bottom up method, it proposes an innovative way to represent the 

relationship between semantic and pixels. The author points out that the instance 
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segmentation is the processing detecting the center of the object (position) and the object’s 

size. SOLO divides a picture into an S S grid, which represents S * S positions on the picture. 

Different from TensorMask [8], the SOLO project each pixel’s position information on the 

channel dimension of the feature map. The SOLO idea refers to semantic segmentation; 

classify the pixels to the affiliated center point. So the information on the geometric structure 

is retained. A location prediction problem is transformed from a regression problem to a 

classification problem. The significance of this method is an intuitive and simple classification 

method; it models a variable number of instances with a fixed number of channels without 

relying on post-processing methods. But this classification task is a heavy task, both shape of 

feature map H*W and position map S*S should be appropriately token as a large value to fit 

small scale instances. This method increases the computation volume to a significant level. 

The Instance Segmentation on embedded devices question is converted to” Is there a light 

cost way to build the relationship of pixels and instances?” Actually, according to the 

research, we found using 4 values is enough to express the relationship between pixels and its 

instance. We extended the function of object size to help model understand Object 

overlapping parts. With the proposed EOLO framework, we are able to implement the 

instance segmentation in an end-to-end fashion with less post-processing. 

 

2. Related research work 

We will review some object detection and instance segmentation works first that are 

related to our work. A. Anchor-free Object Detection The anchor-base serious methods like 

R-CNN [9], Fast R-CNN [10], Faster R-CNN [11], YOLOv2, v3 [12][13], SSD [14] rely on 

the advance statistic for anchors shape, this processing limits the generalizations of models. 

Additionally, R-CNN derivatives depend on region proposal methods to extract interesting 

regions. Those methods are time wasteful. Recently, anchor-free networks have achieved 

dramatic success in computer vision tasks like object detection [15][3][4][16][5][17][18], 

instance segmentation [19][8][20]. As a basis of instance segmentation, the success of anchor 

free object detection promotes the instance segmentation. 

YOLOv1 has been an anchor-free detector, it divides feature map as 14*14 grids, and 

predicts bounding boxes and center of objects at the same time. However, YOLOv2 and 

YOLOv3 has been anchor-based detector. The CenterNet is one of the successful anchor-free 

object detectors. It uses key point estimation minding to predict center points and directly 

project all objects size which is represented by a 2D vector (W, H) to build a bounding box. It 

avoids to process a huge set of region candidates and avoid calculating the intersection over-

union (IoU) during training. The CenterNet uses max pooling to extract the peek points on the 

center heatmap, which saves competition from non-maximum suppression (NMS) post-

processing. It is worth mentioning that, CneterNet does not deploy multilevel prediction to 

solve multilevel scales problem, it works on 1/4 size of input image heat map, 1/4 resolution 

could grantee small, middle and large scale object simultaneously detected. FCOS is an FCN-

based pixel-by-pixel target detection algorithm, which implements anchor-free and proposal 

free solutions, and proposes the idea of Center-Ness. The performance of the recall rate is 

better than many advanced anchor-based object detection algorithms. This algorithm defines 

bounding box by a 4D vector, it works on predicted center and left, top, right and bottom 

distances from the center to the bounding box. The processing of the regression 4D vector 

happens on each pixel of the heat map. The Center-Ness layer makes sure reliable regression 

results that are close to the center, mainly contribute to the final bounding box of objects. The 

4D vector can not only contribute to the object size, but it can also help to distinguish the 
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overlapping part between two or more objects. In this essay, we trained part of those points 

except the center point to build up the relationship between pixels to objects. B. Instance 

Segmentation in FCN [21], the model is trained to predict the score of classification for each 

pixel. If there is only one object in the picture, the result of semantic segmentation is also 

instance segmentation. However, if there are two near objects with the same class, FCN 

cannot distinguish these two object instances. For example, the same pixel can be either the 

foreground of object 1 or the background of neighboring object 2. In Instance-Sensitive Fully 

Convolutional Networks (ISFCN) [22], the positive-sensitive score map from R-FCN [23] is 

proposed to use to instance segmentation. Each score represents the score of a pixel belonging 

to an object instance at a relative position. The top-level features are used as the input of two 

full convolution branches, one is used to estimate some instances and generates instance-

sensitive score maps it has K2 channels, where k2 is the number of positions; the other branch 

scores the object for each sliding window. A sliding window is an ineffective way to extract 

candidate proposals; FCIS [24] is the first end-to-end instance segmentation network. It 

continues to use Instance-sensitive score maps, adds inside/outside score maps that 

distinguish between inside and outside the object instance which introduces the context 

information. Moreover, the function map and score map in the FCIS network are shared by 

subsequent object segmentation and detection tasks, however, the previous CNN instance 

segmentation methods basically run the two tasks of segmentation and detection separately. 

 

Figure 2. The EOLO framework for instance segmentation 

FCIS is based on box regional proposals like Faster R-CNN, not sliding windows. This 

method also reduces network parameters and avoids network design choices. Mask R-CNN 

continues this kind of top-down method which explores the relationship between pixels and 

objects in a regional proposal. Use FPN for object detection and semantic segmentation by 

adding additional branches (extra segmentation branches and original detection branches do 

not share parameters), thus, MaskR-CNN has three output branches (classification, coordinate 

regression, and segmentation), the segmentation branch relies on the other two branches 

results. Mask R-CNN improved the accuracy of RoIpooling. The alignment of candidate 

regions and convolutional features does not lose information due to quantization through 

bilinear interpolation. During segmentation, MaskR-CNN decouples the two tasks of 

determining the category and the output template (mask) and uses sigmoid with the logistic 

loss function to process each template individually, compared to the classic segmentation Use 

softmax to make all categories compete better. ISFCN, FCIS and Mask R-CNN methods 

segment instance in a bounding box, they fall into the typical top down paradigm. While 

bottom-up approaches generate instance masks by grouping the pixels into a set of candidate 

masks in an image and embed, cluster and assemble them. Recent YOLACT [19] mainly 

referred to the single-stage detection model RetinaNet. It divided the instance segmentation 

task into two parallel subtasks: firstly, it generates some prototype masks for each picture 

through a Protonet network. Secondly, for each instance and bounding box, predict k linear 

coefficients (Mask Coefficients). Finally, it used a linear combination to generate instance 
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masks. In this process, the network learned how to locate masks with different positions, 

colors, and semantic instances. SSAP [25] proposed a pixel pair affinity pyramid and 

according to the affinity of two pixels belonging to the same instance, and sequentially 

generates instances from coarse to fine by a cascaded graph partition. Polar Mask and SOLO 

network both do not belong to bottom up and top-down paradigms. Polar Mask transfers the 

pixel classification question to the dense regression question. SOLO projects positions to 

channels as a dense classification question. 
 

3. The EOLO deep learning method 

In this section, we first introduce the overall architecture of the EOLO. After that, we will 

redefine the instance segmentation with a 4D vector and semantic segmentation results. 

Finally, we introduce a new Ellipse Gaussian Kernel Loss function of EOLO. 

 

3.1. EOLO architecture: 

 EOLO is a network with a simple structure, which is composed of Mobilenetv3 backbone, 

feature pyramid network, and three task-specific heads (the center of gravity prediction 

branch, 4D size prediction branch, and segmentation branches) [Figure. 2]. The Mobilenetv3 

accepts 512×512 inputs with three RGB channels and product feature maps from stride 2 to 

stride 32, while the feature pyramid network only combines the feature maps from stride 32 to 

stride 8. These down-sampling final feature maps (high resolution with high dimensional 

information) are followed by three branches, after the relatively heavy regression processing, 

we extend low dimensional information (stride 4 and stride 2 feature maps) to improve the 

performance of segmentation branch. Working in this way, we moved the heavy head from 

the stride 2 or stride 2 feature maps to stride 8 feature maps; it will save both parameters and 

computation. 

 

3.2. Instance segmentation  

In this section, we reformulate object segmentation in a per-pixel prediction approach 

which follows the up-bottom paradigm. Polar Mask builds up the relationship between a 

center point and many contour points. Due to Polar Mask defeat the 36 directions from the 

center to contour, so the Mask boundary could be specific by one value (a distance from 

center to contour). The SOLO network builds up the relationship between pixels to cells in 

object grids. While semantic segmentation cannot distinguish object instances belong to the 

same classification. This essay finds a new way to distinguish the overlapping parts of objects 

in the same class, in other words, based on semantic segmentation and object detection, 

EOLO implemented Instance Segmentation. EOLO is an up-bottom method; it detects objects 

and segments semantic first, then combines the semantic segmentation results and object 

detection results to get the instance segmentation results. First, we begin by briefly reviewing 

the Objects as Points [5]. Objects as points consist of one single-scale prediction layer: 

    𝑆̂ ∈ 𝑅
𝑊

𝑅
𝑥

𝐻

𝑅
𝑥 (𝐶+2)      (1) 

 

where R is the output stride and C is the classes category, 2 represent the scale H and W 

for an object which center located in a present cell on the heat map. CenterNet can adapt for 

different scales objects because it predicts an object on a high-resolution feature map (stride 4 

feature map). While other networks like Faster RCNN extracts regions of interesting (RoI) 
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[11] from different levels of feature pyramid according to their scale. Generally, they extract 

three different scales from stride 32, 16 and 8 feature maps; they are separately used to 

predict large, medium and small objects. Stride 4 is more potential to predict all scales object, 

thus CenterNet keeps this simple structure only predicts all scales object on stride 4 feature 

map. This essay aims at applying Instance Segmentation on embedded devices, so we predict 

all scale objects on single-scale stride 8 feature maps. It effectively reduced computation. But 

in most models, regarding the center of bounding boxes as the center of an object is 

unreasonable, in some scenarios; applications require tracking an object by their center of 

gravity. If we use the center of bounding boxes representing object centers, the results will be 

ridiculous. Also, using instance masks results to calculate the object gravity center is not a 

bad idea, but why not directly use the center of gravity as objects’ center? We want to 

describe an object with the center of gravity and bounding box, centers with 2D objects size 

(H, W) is not enough, we need a 4D vector (Left, Top, Right, Bottom) to precisely represent 

the relationship between center and bounding box. FCOS directly regresses the bounding box 

of each position in the feature map. FCOS defines Top, Left, Bottom, Right values for each 

point on the feature maps. In other words, FCOS directly uses each position as a training 

sample, which is the same as FCN which used for semantic segmentation. But FCOS 

introduce 4 values to show bounding box, it is do not defining the center of gravity, it is for 

making sure the bounding box location by each point, and optimized bounding box by 

Center-Ness layer [4], which assigns different weights for each point according to whether 

they are close to the object center. Center-Ness reduces the contribution of inaccurate edge 

points and increases the contribution of center region points. But in this essay, we project this 

4D vector to directly work on the gravity of the center. This 4D vector also works on each 

position as a training sample, especially we training EOLO to distinguish the overlapping 

parts for the same category objects. The size branch not only results in the bounding box size 

for the center position but also results in each point on an object to label them specifically 

[Figure. 3].  

 

Figure 3. The EOLO process 
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As shown in Figure 3, EOLO works by predicting the center of gravity and a 4D vector (l, t, 

r, b) encoding the location of a bounding box at each semantic foreground pixel (supervised 

by object mask information during training). The red rectangular with the red center and the 

green rectangular with the green center show that there are two objects in the image, but they 

belong to the same class-person, the semantic segmentation cannot distinguish them, it can be 

ambiguous in terms of which object this pixel should regress. The key to telling them that is 

to divide the overlapping parts, EOLO predicts a 4D vector (l,t,r,b) for each pixel on an object. 

Like the blue and yellow points in the overlapping part, the 4D vectors of these two points 

show different bounding boxes. Thus, it is easy to classify pixels in overlapping part by 

calculating the IoU for candidate object bounding box. 

 

3.3. Loss function  

Finally, we define a multi-task loss for our model as L = Lcenter + Lsize + Lboundary + 

Lseg. The center classification loss Lcenter is defined. The center of gravity branch prodnuces 

a heatmap 
 

𝑌̂𝑐𝑒𝑛𝑡𝑒𝑟  ∈  [0,1]
𝑊

𝑅
 𝑥

𝐻

𝑅
 𝑥  𝐶    (2) 

 

where R is the output stride and C is the number of class types. In this essay we set C = 2 

including person and car categories or C = 80 for MS COCO Instance Segmentation task. We 

use an approximate ellipse Gaussian distribution kernel  

𝑌𝑥𝑦𝑐 = 𝑒𝑥𝑝(−
( 

𝑥−𝑔̅𝑥

𝑟̅𝑥
)

2
+(

𝑦−𝑔̅𝑦

𝑟̅𝑦
)

2

2𝜎𝑐2
)      (3) 

where ˜ g ∈ S2 of classC represent each center of gravity, S2 are points at feature map. ˜ 

rx is left or right distance from center to boundary. ˜ ry is top or bottom distance from center 

to boundary, we set σ as 1, we use scale-transform factors ˜ rx and ˜ ry to adapt object size 

(Fig. 4). The training target of the center of gravity is to reduce logistic regression with the 

focal loss[]: 
 

𝐿𝑐 =
−1

𝑁
 ∑{(1 − 𝑌̂𝑥𝑦𝑐  )

𝛼 
𝑙𝑜𝑔(𝑌̂𝑥𝑦𝑐))

𝑥𝑦𝑐

𝑖𝑓 𝑌𝑥𝑦𝑐 = 1 

=  
−1

𝑁
∑ {(1 − 𝑌𝑥𝑦𝑐  )

𝛽

𝑥𝑦𝑐

 

=
−1

𝑁
 ∑ 𝑙𝑜𝑔(1 − 𝑌̂𝑥𝑦𝑐  ) 𝑥𝑦𝑐                         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  (4) 

α and β are hyper-parameters of the focal loss [3], and N is the number of the center of 

gravity in the input image. This formula slows down the punishment of negative samples 

around positive samples through ˆ Yxyc distribution factor, We use α=2 and β=4 in all our 

experiments, following Law and Deng [26]. We give up the local offset loss in [26], because 

offset loss of our experiment has very limited improvement in the accuracy of the center 

points and it brings much computation. 

The size brance produces a heatmap: 
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𝑌̂𝑠𝑖𝑧𝑒  ∈  [0, ∞]
𝑊

𝑅
 𝑥

𝐻

𝑅
 𝑥  4     (5) 

where 4 represent 4 distance (right=dr, top=dt, left=dl and bottom=db distances) from 

center of gravity to bounding box. Assume (x1(k), y1(k), x2(k), y1(k)) as the bounding box of 

object k with category ck. The pk = (cx(k), cy(k)) are regarded as the center of gravity of 

object k with category ck. The distances are dl(k) = x1(k) - cx(k), dt(k) = y1(k) - cy(k), dr(k) 

= cx(k) - x2(k) and db(k) = cy(k) - y2(k). Basically, we regress to the objects size at each 

center sk = (dl, dt, dr, db). In addition, we regress to point size s0 k = (d0 l, d0 t, d0 r, d0 b) 

for each point as center on feature map. Lsize and Lboundary are both working on size branch. 

We use an L2 loss at center of gravity point: 

𝐿𝑠𝑖𝑧𝑒 =  
1

𝑁
 ∑ (𝑆̂𝑝𝑘 − 𝑆𝑘)

2𝑁
𝑘=1                   (6) 

 

𝐿𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 =  
1

𝑁
 ∑ (𝑆̂́𝑝𝑘 − 𝑆́𝑘)

2
𝑁
𝑘=1             (7) 

Our definition of  

𝑌̂𝑠𝑒𝑔  ∈  [0,1]
𝑊

𝑅
 𝑥

𝐻

𝑅
 𝑥  𝑐    (8) 

allows the network to generate masks for each class. This network relies on the size branch 

to predict the object mask, the processing to product class mask is similar with FCNs, but the 

fashion to decouple the object mask is different from practice like [1], [24], [22], [6], [7]. In 

that case, object masks are defined as a position relative question in the local area. In our case, 

we directly divide contour of objects via s0 k, if the positive points on segment branch with 

the same class belong to the same object, their s0 k should be labeled as the same bounding 

box, the IoU between center point bounding box and the positive points should achieve high. 

If they are contributing to different objects, their IoU of the bounding box should be low. It is 

same with Mask R-CNN avoid cross classes competition, in this essay we use sigmoid 

activation function and a binary loss:  

𝐿𝑠𝑒𝑔 =
−1

𝑁
∑ { (1 − 𝑆̂𝑥𝑦𝑐  )

𝛼 
𝑙𝑜𝑔(𝑆̂𝑥𝑦𝑐)

𝑁

𝐾= 1

𝑖𝑓 𝑆𝑥𝑦𝑐 = 1 

                           =  
−1

𝑁
∑ { (𝑆̂𝑥𝑦𝑐  )

𝛼 
𝑙𝑜𝑔(1 − 𝑆̂𝑥𝑦𝑐)𝑁

𝐾= 1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒      (9) 

Here the segmentation branch produces a heatmap 

𝑆̂𝑥𝑦𝑐  ∈  [0,1]
𝑊

𝑅
 𝑥

𝐻

𝑅
 𝑥  𝑐     (10) 

where R is the output stride and C is the number of class types. Our framework can be 

easily extended to panoramic segmentation tasks. We have already modeled the instance 

segmentation masks for C classes type (for example, person, car), and increase the classes 

type as C + K. The additional K categories would only work for semantic segmentation task. 

C classes for instance segmentation and K classes for semantic segmentation, extending to 

Panoramic segmentation will only increase fewer parameters and computation (if C=2 and 

K=10, increasing less than 2 percent parameters) of the total. 
 

3.4. Training  
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We train on the resolution of input of 512×512. EOLO products an output resolution of 

64×64 as intermediate results, then for center and size branches, EOLO uses bi-linear 

interpolation down-sampling to recover output resolution to 256×256. For the segmentation 

branch, we use feature maps resolution of 128×128 and 256×256 to detail the results. The 

intermediate segmentation results heat map fits similar normal distribution, the central area 

has a high response and the boundary area has a low response, to increase the resolution and 

accuracy we filter the boundary area by threshold (from 0.5 to 0.8), then blend stride 4 and 

stride 2 maps to make the boundary precise. We do not use any data augmentation processing 

to train the model. For the residual MobileNetv3 and YOLO feature pyramid on 80 classes on 

COCO2017, we train with a batch-size of 8 (on 2 GPU) and learning rate 1e-4 for 120 epochs, 

with learning rate ×10 at 100 epoch. For 2 classes on COCO2017 with a lighter feature 

pyramid layer and head maps, we train with a batch-size of 16(on 2GPUs) and learning rate 

5e-4 for 120 epochs, with 10× learning rate dropped at 100 epoch. Heavy version train in 20 

days on two RTX 2080ti GPU, while light version requires 4 days and 48 FPS on 1080Ti. 

After int8 quantifying it can reach 16 FPS on Raspberry Pi4 with Google Coral USB 

Accelerator. We tried to use MobileNetv3 as a backbone to rebuild PolarMask and SOLO, 

from [Table 1] we can see, MobileNetv3 limited the performance of AP, and using Single-

Scale head map cannot work as well as Multi-Scale head map, especially on Small object, 

Multi-Scale methods generally have better performance. 

 

Figure 4. Ellipse Gaussian Distribution 

 

3.5. Inference  

Anchor-based methods proposed many anchors to improve the recall and they use NMS to 

reduce the false positive (FP) results. Because EOLO is an anchor-free method, the inference 

processing tries to pick the peak value up from the center head map, EOLO does not 

necessary to use NMS to reduce wrong output. But sometimes EOLO exists repeatable 

detection in the same area, so NMS will relieve this problem. We do not use deformable 

convolution kernels [5], Object as Points used deformable convolution kernels and it avoids 

NMS processing. EOLO also needs to compare the IoU in the overlapping area after picking 

the centers and related bounding boxes up. 

 

4. Validation experiments 
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We present experimental results on the MS COCO 2017 instance segmentation track. For 

our main results, we report COCO masks AP on the test-part. We compare EOLO to stateof-

the-art methods in instance segmentation on MS COCO test-dev in Table I. EOLO with 

MobileNetv3 achieves a mask AP of 11.7 and achieves 30 FPS on one 1080Ti GPU. It is not 

as good as these state-of-the-art methods, but EOLO can conference faster than them. With 

the depth-and-point wise Convolution replacing normal Convolution Kernel, ELOLO trained 

on two categories-people and car, this model achieves. [Table 1] 

Table 1. Comparison of different instance segmentation methods performance 

 Backbone FPS AP AP50 AP75 APS APM APL 

FCIS Res-101-C5 3 29.1 49.5 - 6.9 30.8 48.7 

Mask R-CNN Res-101-FPN 5 38.3 58.7 38.6 16.7 16.7 38.7 52.1 

TensorMask Res-101-FPN - 34.2 56.8 36.1 15.9 36.7 48.8 

YOLACT Res-101-FPN 21 30.3 50.1 31.7 11.9 32.5 42.6 

PolarMask Res-101-FPN 3 29.1 50.4 30.6 13.3 32.4 41.7 

SOLO Res-101-FPN 3 37.7 59.5 40.2 15.8 40.5 53.9 

PolarMask MobileNetv3-FPN 8 23.8 27.6 25.1 10.6 18.4 23.7 

SOLO MobileNetv3-FPN 8 28.8 32.3 31.7 13.4 20.2 28.9 

EOLO MobileNetv3-Conv 30 11.7 27.7 12.2 2.3 15.3 17.8 

EOLO MobileNetv3-DPConv 48 6.7 21.7 9.2 1.3 12.7 7.8 

 

 

Figure 5. Instance Segmentation results on Raspberry Pi4 

As mentioned before, the center of gravity of an object is not the center of the bounding 

box. The training center with normal circle distribution does not respect object real density 

distribution. the low-quality center product by circle distribution, it limits the negative sample 

close around the center of gravity, if the prediction center drifting to the negative sample, it is 

the low-quality center. Ellipse Gaussian Distribution can according to object size dynamically 

arrange the punishment range of the close negative sample. As shown in [Table 2] the Ellipse 

Gaussian Distribution can boost AP from 9.8% to 11.7%. 
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Table 2. Comparison of different loss function kernel performance 

 AP AP50 AP75 APS APM APL 

Circle 8.7 24.5 9.8 2.2 13.3 14.7 

Circle Gaussian 9.8 25.1 10.1 2.3 13.2 14.7 

Ellipse Gaussian 11.7 27.7 12.2 2.3 15.3 17.8 

 

5. Conclusions 

In this work we have developed an up-down instance segmentation framework, also refer 

as EOLO, achieving an acceptable accuracy and great FPS-compare with the same backbone 

networks. Our proposed model is end-to-end trainable and can instance masks with constant 

inference time after simple post-processing, eliminating the need for the grouping post-

processing as in bottom-up methods or the RoI operations in top-down approaches. By 

introducing the new notion of Ellipse Gaussian and ’4D Size vector’, for the first time, we can 

reformulate instance mask prediction into a much-simplified regression task, making instance 

segmentation significantly simpler than all current approaches. Given the simplicity, 

flexibility, and acceptable performance of EOLO, we hope that our EOLO can serve as a 

cornerstone for many instance-level recognition tasks. Part of the results shows in [Figure 5]. 

EOLO performance has greatly improved space; we will continue modifying and improving 

EOLO. 

 

Acknowledgment  

This research is from the Graduation Masters Research Project (COMP5800 YB) of the 

first author under the supervision of Dr. Sabah Mohammed. A Preprint of this work has been 

submitted to the Cornell University Archive. 

 

References 

[1] K. He, G. Gkioxari, P. Dollar, and R. Girshick, “Mask R-CNN,” IEEE International Conference on 

Computer Vision (ICCV), (2017)  

[2] J. Redmon, S. Divvala, R. Girshick, and A. Farhadi, “You only look once: Unified, real-time object 

detection,” in The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), (2016)  

[3] T.-Y. Lin, P. Goyal, R. Girshick, K. He, and P. Dollar, “Focal loss for dense object detection,” in The IEEE 

International Conference on Computer Vision (ICCV), (2017) 

[4] Z. Tian, C. Shen, H. Chen, and T. He, “Fcos: Fully convolutional one-stage object detection,” in The IEEE 

International Conference on Computer Vision (ICCV), (2019)  

[5] P. K. Xingyi Zhou and Dequan Wang, “Objects as points,” in arXiv:1904.07850, (2019)  

[6] Enze Xie, Peize Sun, Xiaoge Song, Wenhai Wang, Ding Liang, Chunhua Shen, and Ping Luo, “Polarmask: 

Single shot instance segmentation with polar representation,” in arXiv:1909.13226, (2020)  

[7] Xinlong Wang, Tao Kong, Chunhua Shen, Yuning Jiang, and Lei Li, “Solo: Segmenting objects by 

locations,” in arXiv:1912.04488, (2019)  

[8] X. Chen, R. Girshick, K. He, and P. Dollar, “Tensormask: A foundation for dense object segmentation,” in 

The IEEE International Conference on Computer Vision (ICCV), (2019)  



EOLO: Deep Machine Learning Algorithm for Embedded Object Segmentation that Only Looks Once 

 

 

 

46 Longfei Zeng and Sabah Mohammed 

[9] R. Girshick, J. Donahue, T. Darrell, and J. Malik, “Rich feature hierarchies for accurate object detection and 

semantic segmentation,” in The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 

(2014)  

[10] R. Girshick, “Fast R-CNN,” in The IEEE International Conference on Computer Vision (ICCV), December, 

(2015)  

[11] S. Ren, K. He, R. Girshick, and J. Sun, “Faster R-CNN: Towards real-time object detection with region 

proposal networks,” in Advances in Neural Information Processing Systems 28, C. Cortes, N. D. Lawrence, 

D. D. Lee, M. Sugiyama, and R. Garnett, Eds. Curran Associates, Inc., pp.91–99. [Online]. Available: 

http://papers.nips.cc/paper/ 5638-faster-r-cnn-towards-real-time-object-detection-with-region-proposal-

networks. pdf, (2015) 

[12] J. Redmon and A. Farhadi, “Yolo9000: Better, faster, stronger,” in The IEEE Conference on Computer 

Vision and Pattern Recognition (CVPR), July, (2017)  

[13] A. F. Joseph Redmon, “Yolov3: An incremental improvement,” in arXiv:1804.02767, April, (2018)  

[14] Wei Liu, Dragomir Anguelov, Dumitru Erhan, Christian Szegedy, Scott Reed, Cheng-Yang Fu, and 

Alexander C. Berg, “Ssd: Single shot multibox detector,” in arXiv:1804.02767, April, (2016)  

[15] Lichao Huang, Yi Yang, Yafeng Deng, and Yinan Yu, “Densebox: Unifying landmark localization with end 

to end object detection,” in arXiv:1509.04874, Sep, (2015)  

[16] Z. Yang, S. Liu, H. Hu, L. Wang, and S. Lin, “Reppoints: Point set representation for object detection,” in 

The IEEE International Conference on Computer Vision (ICCV), October, (2019)  

[17] K. Duan, S. Bai, L. Xie, H. Qi, Q. Huang, and Q. Tian, “Centernet: Keypoint triplets for object detection,” in 

The IEEE International Conference on Computer Vision (ICCV), October, (2019)  

[18] Tao Kong, Fuchun Sun, Huaping Liu, Yuning Jiang, and Jianbo Shi, “Foveabox: Beyond anchorbased object 

detector,” in arXiv:1904.03797, April, (2019)  

[19] D. Bolya, C. Zhou, F. Xiao, and Y. J. Lee, “Yolact: Real-time instance segmentation,” in The IEEE 

International Conference on Computer Vision (ICCV), October, (2019)  

[20] X. Zhou, J. Zhuo, and P. Krahenbuhl, “Bottom-up object detection by grouping extreme and center points,” 

in The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June, (2019)  

[21] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional networks for semantic segmentation,” in The 

IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June, (2015)  

[22] J. Dai, K. He, Y. Li, S. Ren, and J. Sun, “Instance-sensitive fully convolutional networks,” in Computer 

Vision – ECCV 2016, B. Leibe, J. Matas, N. Sebe, and M. Welling, Eds. Cham: Springer International 

Publishing, pp.534–549, (2016) 

[23] J. Dai, Y. Li, K. He, and J. Sun, “R-FCN: Object detection via region-based fully convolutional networks,” 

in Advances in Neural Information Processing Systems 29, D. D. Lee, M. Sugiyama, U. V. Luxburg, I. 

Guyon, and R. Garnett, Eds. Curran Associates, Inc., pp.379–387. [Online]. Available: 

http://papers.nips.cc/paper/ 6465-r-fcn-object-detection-via-region-based-fully-convolutional-networks. pdf, 

(2016) 

[24] Y. Li, H. Qi, J. Dai, X. Ji, and Y. Wei, “Fully convolutional instanceaware semantic segmentation,” in The 

IEEE Conference on Computer Vision and Pattern Recognition (CVPR), (2017)  

[25] N. Gao, Y. Shan, Y. Wang, X. Zhao, Y. Yu, M. Yang, and K. Huang, “Ssap: Single-shot instance 

segmentation with affinity pyramid,” in The IEEE International Conference on Computer Vision (ICCV), 

(2019) 

[26] Law, Hei, and Jia Deng, “Cornernet: Detecting objects as paired keypoints,” In Proceedings of the European 

Conference on Computer Vision (ECCV), pp.734-750, (2018) 

 

 

Authors 
 



International Journal of Multimedia and Ubiquitous Engineering 

Vol.15, No.1 (2020), pp.35-48 

 

 

Copyright © 2020 Global Vision Press (GV Press) 47 

Sabah Mohammed 

Dr. Mohammed is a full professor of Computer Science and Professional 

Software Engineer. He is an adjunct research professor at the University of 

Western Ontario and the editor in chief of IGI Global International Journal 

of Extreme Automation and Connectivity in Healthcare. He is also the chair 

of Smart and Connected Health with the IEEE ComSoc. Contact him at 

sabah.mohammed@lakeheadu.ca. 

 
 
 

Longfei Zeng 

MSc in Computer Science from Lakehead University 2020 who 

worked his Master Research Project (COMP5800) under the 

supervision of Dr. Mohammed. 

  



EOLO: Deep Machine Learning Algorithm for Embedded Object Segmentation that Only Looks Once 

 

 

 

48 Longfei Zeng and Sabah Mohammed 

This page is empty by intention. 

 
 


