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Abstract 

Multi-keyword search take the words as the input query to find the information 

resources where these keywords occur and look for ways to connect these words using 

information on referential integrity constraints. Text clustering is an effective way to 

analyze textual document in retrieval system. K-means algorithm is most popular and 

simple tool widely used in data clustering analysis. In this paper, a novel method is 

proposed to address the initial cluster centers problem in k-means algorithm based on 

relevance mining of multi-keyword search. In proposed work, the initial cluster centers 

have obtained using frequent pattern for each keyword and after that k-means algorithm 

is applied to gain optimal cluster centers in database. The performance of the proposed 

algorithm is tested on the 20-Newsgroups collection. The experiment results show the 

proposed method is better way to represent the clusters. 
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1. Introduction 

The World Wide Web is a hypertext collection of electronic documents, which are 

becoming a more and more important and hot research area in recent decades. Text 

retrieval systems process query based on keyword over relational databases, aim at 

allowing users to efficiently retrieve relevant texts by matching query keywords and text 

description over large textual collections. Retrieval of the relevant natural language 

textual document is more challenging tasks in order to discover similar texts together, 

which enable to quickly query large textual collections, and make it possible to easily 

present to the relevant documents in them. Unfortunately, there are certain difficulties to 

gather those data in a right way. 

Data clustering is an effective way for data analysis that is associated to data mining 

which analyzes query specific textual document in retrieval system [1-2]. Data clustering 

has been considered for use in a number of different areas of text mining and information 

retrieval [3], such as organizing large document collection, finding similar documents, 

recommendation system, duplicate content detection, search optimization. Clustering is a 

technique that is used to distinctly differentiate data points such that similar points are 

assigned to same cluster while points with different properties are assigned to different 

clusters. If clusters are analyzed properly, they can give meaningful information to the 
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users. Grouping texts into meaningful categories is a challenging problem, which can 

reveal relevance between keyword and document. This problem faced in clustering is the 

identification of clusters in given data. 

A commonly and widely used approach for clustering is based on k-means in which the 

data is partitioned into k number of clusters. In this method, clusters are predefined which 

is highly dependent on the initial identification of elements representing the clusters well. 

The goal is to use k-means clustering algorithm for query dependent clusters in textual 

document, and help end users to identify query from textual documents in which they are 

interested. For each point, k-means work like this; if the number of point is less than the 

number of cluster then we assign each point as the centroid of the cluster. Each centroid 

will have a cluster number. If the number of point is bigger than the number of cluster, for 

each point, we calculate the distance to all centroid and get the minimum distance. This 

point is said belong to the cluster that has minimum distance from this point. Since we are 

not sure about the location of the centroid, we need to adjust the centroid location based 

on the current updated point. Then we assign all the points to this new centroid. This 

process is repeated until no point is moving to another cluster anymore. 

Several works in clustering have focused on improving the clustering process such that 

the clusters are not dependent on the initial identification of cluster representation. 

Generally, relevance mining is the process of interacting with keywords and performs 

clustering of meaningful documents based on descriptions that are inherent in the 

documents themselves. In this paper, a modified k-means algorithm for text retrieval is 

developed where frequent pattern is used to generate the initial number of clusters and the 

cluster centers, because the high quality result of k-means algorithm is dependent on the 

initial cluster centers. The good cluster is directly proportional to its centers. In our 

research, clusters will be generated according to the multi-keyword in the user’s query 

and related texts will be found. We apply k-means clustering algorithm to group cohesive 

words for each keyword according to frequent pattern due to the user play in active role in 

the retrieval process and the system should employ any information that can be provided 

by the interacting user. This requires an intimate interplay between the search process and 

the user.  

The rest of this paper is organized as follows. In the next section, we provide some 

technical background and discuss related work. Section 3 describes the proposed method 

in more detail. Experimental result is evaluated in Section 4 and conclusion of the paper is 

summarized in Section 5. 

 

2. Related Work 

Data clustering is a powerful tool for data analysis which can be used to discover the 

similarity or dissimilarity between groups of data points such that points in one group are 

more similar than other groups. Hence, large numbers of algorithms have been widely 

studied by broad literature for data clustering task, such as informatics, multimedia, 

marketing, meteorology, geology, medical, etc. [4-7]. In the clustering domain, k-means 

is most popular and simple tool [8-9], due to it is fast and sensitive, and easy to 

implement. 

There are also many other clustering objectives related to k-means which are 

commonly studied. In real life, these algorithms are also some problems, for example, k 

value cannot be determined, the initial cluster centers are randomly selected and the 

presence of noise points, lack of big data processing capabilities, etc. And it is quite 

difficult to choose the number of clusters present in final result. In order to improve the k-

means algorithm, the researchers propose a variety of solutions. [10] proposed k-means++, 

a random sampling based approximation algorithm for Euclidean k-means which achieves 

a factor of O(logk). [11] showed the k-means problem is NP-hard for points in the plane. 
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[12] proposed by local density of data points to estimate the initial cluster center. These 

approaches improve the performance of the k-means algorithm to a certain extent. 

Currently, research about improved k-means algorithm is mainly concentrated in the 

number of clusters determined, selecting of the cluster center and improving of the 

clustering and other criteria. [13] proposed a medoid-based k-partitions approach called 

Clustering Around Weighted Prototypes (CAWP), which works with a similarity matrix. 

In CAWP, each cluster is characterized by multiple objects with different representative 

weights. [14] proposed ranked-k-means, which is essentially less sensitive to the 

initialization of the centers. They presented the ranked set sampling design and explain 

how to reformulate the k-means technique under the ranked sample to estimate the 

expected centers as well as the clustering of the observed data. [15] used multiple utility 

functions to build a theoretic framework for k-means based consensus clustering. They 

transformed consensus clustering to k-means based clustering. The authors have also 

handled incomplete basic partitions. Their suggested algorithm performs very well on 

multiple datasets and was comparable to the state of art algorithms in this field. 

The most relevant to our discussion are the k-median and the k-center objectives. The 

k-median problem is typically studied in the setting where the centers are one of the data 

points. The k-median problem has been a testbed of developing new techniques in 

approximation algorithms, and has constantly seen improvements even until very recently 

[16-18]. In the k-center problem the objective is to pick k center points such that the 

maximum distance of any data point to the closest center point is minimized. [19] focused 

on comparing MWK-means with other existed methods to refine and initialize centers of 

the clusters in k-means.  

Frequent pattern is used to represent the relevance mining between keywords if they 

either correspond to similar document or if they are semantically related. Here two texts 

are considered to be related if they share common keywords, and they will lie in the same 

group. Hence the documents, which are highly associated with the same keywords, are 

clustered together [20]. 

 

3. Proposed Method 

In this section an initialization method is proposed for k-means algorithm based on 

relevance mining of frequent pattern. The proposed method is used to obtain most 

favorable cluster points for generating the initial cluster centers rather than random or user 

specified cluster centers. 

 

3.1. Preliminaries 

As described in [21], the basic idea of k-means algorithm is as follows: First, randomly 

selected k items, each item as a cluster center. For each remaining item according to its 

distance from the center of each cluster, assign it to the nearest cluster. And then cluster 

all items into k groups. Next, calculate the average of each cluster and set them as the new 

clustering center. This process will to be done recursively until the objective function 

converges. Here the objective function is the sum of the distance of each item to its 

center. Specifically, the process of k-means algorithm shows as follows: 

Step 1: Randomly selected k items from database, each item as an initial clustering 

center C1, C2, …, Ck.  

Step 2: The rest items are assigned to the nearest cluster, if dij(pi, Cj) < dim(pi, Cm), then 

pi ∈ Cj.  

Step 3: The average of all the items in each cluster is calculated as new center of this 

cluster, i.e., 
 


iCp

i p
n

C
1

'
.  

Step 4: Repeat steps 2 and 3 until the objective function converges.  
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Figure 1. Flow Chart of Proposed Method 

 

3.2. Scenario 

In text retrieval system, a document needs to be compared to every other one in the 

database to determine the closest match for retrieval or other operations. Text clustering is 

defined as an organization method where the interested documents, which have some 

similarity along keywords, are kept close or the documents that differ from each other, are 

kept further apart. In this paper, the clustering problem can be defined by number of 

keywords and number of partitions in the database. The procedure of proposed method is 

illustrated in Figure 1. For a given multi-keyword query, the mean intensities of k-means 

method are calculated iteratively for each frequent pattern and then the document is 

partitioned by relevance words into the cluster according to the closest words. 
 

3.3. Frequent Pattern for K-Means Clustering 

K-means is based on the idea that a center point can represent a cluster. Therefore, the 

goal of our proposed method is to partition the meaningful and relevant words into k 

groups in which frequent pattern is used for given keywords, which are frequently 

encountered in documents. The cluster of words is necessary for two reasons: (1) for 

faster retrieval, and (2) for determining the value of document uniqueness. The value of 

document uniqueness depends on the quantity of words in a cluster because the larger the 

quantity in a cluster corresponds to a smaller value of object uniqueness. Hence, 

document uniqueness is related to the result of text retrieval. 

Consider an example of documents database D, which is including a large number of 

words D={p1, p2, … }. For a given multi-keyword query Q={q1, q2, …, qk*}, the working 

of proposed method is given below:  

First, for any two keywords qi and qi’, mining the frequent pattern based on a given 

threshold value, i.e. d(qi + qi’), pj)≤μ, to generate the range of the initial centers. The 

number of cluster k=[k*(k*-1)]/2.  

Then, obtain the initial cluster centers using the following function: 

))((
1

1
' 




m

j
jiii pqq

n
C                                              (1) 

where n=m+2.  

Next, calculate the distance d as measure of each point to assign cluster center Ci using 

following function: 

2

1
2

.min 

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  ji pCd                                                         (2) 
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If the distance between the point and cluster is less than the minimum distance, assign 

this point to its nearest cluster. As a result of this assignment, the cluster representation, or 

center, may change. The centroid is recalculated as an average of properties of all points 

in the cluster. In addition, the distance of the affected cluster from every other cluster, as 

well as the minimum distance between any two clusters, and the two clusters that are 

closest to each other is recalculated. 

Finally, the iterative computation of centers for each cluster is updated until no point 

move from one cluster to another, and then, return the final cluster centers. The algorithm 

of proposed method is summarized in Figure 2. 

To get the desirable results, the proposed method is performed to cluster similar words 

in the same group. The uniqueness of document is obtained through the frequent words 

that belong to the cluster compared to the total number of documents in the database. 

 

 

Figure 2. Algorithm of Frequent Pattern for K-Means Clustering 
 

4. Experiments 

Table 1. The Performance of Accuracy 

No. of 

keywords 
Methods Accuracy 

 

5 

 

k-means 

MWK-means 

proposed method 

0.2781 

0.3627 

0.402 

 

10 

 

k-means 

MWK-means 

proposed method 

0.3827 

0.4911 

0.557 

 

20 

 

k-means 

MWK-means 

proposed method 

0.5763 

0.6852 

0.7388 

The experiments of proposed method are evaluated on 20-Newsgroups [22]. This 

dataset is a collection of 20,000 newsgroup documents, partitioned evenly across 20 

different newsgroups. The documents in each category of our experimental datasets are 
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chosen at random from the corresponding group. All the performance compared with 

standard k-means algorithm and MWK-means algorithm. 

Table 1 presents the results in terms of the accuracy. For the performance of accuracy, 

which is the ratio of true results Tr among the total number of database defined as follows: 





k

i

r

n

T
Accuracy

1

                                                      (3) 

Based on commonly used performance measures in text retrieval, recall is the fraction 

of relevant documents that are successfully retrieved. Figure 3 presents the experiment 

results of recall based on different number of clusters. There is a slow growth from the 

number of cluster 15 to 21 due to most of relevance documents have been retrieved when 

k=15. 

 

 

Figure 3. The Performance of Recall 
 

5. Conclusion 

In text retrieval system, the content of a document can be expressed in terms of 

different words. K-means clustering algorithm is applied to group the textual database 

into various clusters. In this paper, we focus on the initialization problem, which is 

formulated by: how to initialize initial cluster centers for k-means algorithm? The 

proposed method initializes multi-keyword for k-means algorithm based on relevance 

mining of frequent pattern. The experiment results show the proposed method is very 

helpful for finding the specific text in search query. In the future, we plan to extend our 

research to create the system for different applications and evaluate the effectiveness of 

the proposed method. 
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