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Abstract 

The new approaches based on the credal partition commit objects; not only to 

singleton clusters but also to meta-clusters; with different masses of beliefs. Among these 

approaches we find the Credal C-means (CCM). In this article, we introduce a new 

clustering algorithm called kernel Credal C-means (KCCM), which is a kernel version of 

CCM algorithm. It is based on the beliefs functions. A second contribution of this paper is 

an improved CCM algorithm using a non-Euclidean metric unlike CCM which is based 

on Euclidean distance. In order to show the effectiveness of the proposed method, 

artificial and real data (vehicle trajectory in a bend) are tested at the end of this paper. A 

comparison is made to evaluate the results obtained with some methods as Evidential C-

means (ECM) and CCM. 

 

Keyword: Classification, Kernel method, credal partition, belief function, vehicle 
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1. Introduction 

Clustering is an unsupervised method that divide data into disjoint subsets with high 

intra-cluster similarity and low inter-cluster similarity. Many clustering algorithms have 

been proposed in the literature such as the most popular C-means [1] which perform a 

hard classification and assign each element to a single cluster. We find also fuzzy C-

means (FCM) and Noise-Clustering (NC) algorithm [2-3]. These methods work when data 

are separated and not overlapped. 

The belief functions introduced in the Dempster Shafer theory [4] have been widely 

used to model the uncertain and imprecise information for data classification and 

information fusion as example [5-6]. 

The credal partition can be considered as an extension of the various classification 

concepts, such as hard, fuzzy and possibilistic models [7], because it allows objects to 

belong not only to singleton clusters, but also to the set of classes called meta-clusters 

which correspond to the disjunction of several singleton clusters. 

Several algorithms based on credal partition have been developed, such as the 

evidential C-mean [8] which is a method inspired by the FCM algorithm [2]. In ECM, the 

barycenter of a meta-cluster is obtained by averaging the singletons clusters involved in 

the meta-cluster. This process is questionable because sometimes the centers of the 

different clusters are very close, and finally the centers overlap with each other, which is 

not effective for clustering data. 

Belief C-means [9] is proposed to overcome the limitations of the ECM. It was 
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developed by adopting a different interpretation of the meta-cluster. Based on this method 

the same authors have developed another method called Credal C-means [10]. 

The Meta-clusters that are simultaneously close to several clusters play a very 

important role in characterizing the imprecision of the classification. The objects can be 

difficult to correctly classify and they should be assigned in the meta-clusters that can 

positively reflect the degree of imprecision of classification and reduce misclassification 

rate. 

In order to deal with some critical issues in credal clustering, we propose a new 

algorithm called Kernel Credal C-means (KCCM) based on the concept of credal partition 

and kernel-induced distance. The kernel methods has been introduced to the fuzzy 

clustering and evidential classification to perform classification in a feature space of 

higher dimension. 

In this paper, we use the kernel method to construct the nonlinear version of CCM. The 

basic ideas of KCCM is to map the input data into a feature space with higher dimension 

using a nonlinear transform and then perform CCM in that feature space. However, for 

kernel methods, combination or selection of the best kernels from a variety of opportunity 

is a crucial step. This step requires prior knowledge on the data and the results expected. 

For KCCM, the centers of clusters and masses of belief are calculated from the 

minimization of the objective function.  

In the literature, several improvements of methods based on credal partition have been 

proposed, most are made by replacing the Euclidean metric in the objective function by 

another metric. An improved version of the CCM algorithm with a non-Euclidean 

distance is also proposed as a second contribution in this paper. 

The performance of the method will be shown and discussed in the article and the 

results of simulated and real data will be compared with those of the ECM and CCM 

algorithms. A set of trajectories cornering vehicles (LCPC / Nantes) [11] will be used to 

show the right behavior of the method.  

After a brief recall of ECM and CCM algorithms given in Section 2, we present in 

detail the Kernel Credal C-means (KCCM) approach and an improved version of CCM 

with a non-Euclidian metric in Section 3. Some experiments are given in Section 4 to 

illustrate the effectiveness of KCCM with respect to ECM and CCM approaches with 

Euclidian and non-Euclidian distances, before concluding this paper in Section 5. 

 

2. Background 
 

2.1. Theory of Belief Functions 

The concept of credal partition is based on the theoretical framework of belief 

functions and it is interpreted by Smets et al. in the transferable belief model [12]. 

Consider a set of c classes,  and  objects to be classified. We 

propose to represent the partial knowledge on the membership of an object in a class by 

the mass function of in , verifying 

                                                       (1) 

Given a function of mass , it is possible to define a function of 

plausibility  and a belief function . 

,                                         (2) 

b                                          (3) 

The first function means the quantity of belief which could be allocated to , and the 

second is the total degree of justified belief in . 

                                                      (4) 

The transformation of the mass function in pignistic probability is made in order to 

make a decision for the value of . 
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                                            (5) 

where represents the cardinal of . 

Determine a credal partition from data returns to find for each individual , the 

quantities  such that  is greater if the distance  

between  and focal element  is small. 

 

2.2. Evidential C-means 

Evidential C-means [8] is a direct generalization of FCM in the framework of belief 

functions, and it is based on the credal partition which takes advantage of imprecise 

classes to express partial knowledge of class memberships. 

Let us consider a finite and discrete set of objects  to be clustered over a given frame 

of discernment Ω = {  } with  and each data point 

is a p-dimension vector. 

In ECM, the class membership of an object  is represented by a basic belief 

assignment (bba)  over the power-set  , which consists of all the subsets of . For 

example, if  , }, and  contains  elements 

(clusters). The bba is a function  from  to  satisfying . 

The mass of belief for associating the object  with an element  of , is determined 

from the Euclidean distance  between  and barycenter . 

                                                           (6) 

where  represent the mean value of the singleton cluster included in , and is defined 

mathematically by 

                                                       (7) 

where                                                  (8) 

The objective function is defined by 

                                 (9) 

constrained on 

                                                   (10) 

The parameter  is a tuning parameter allowing to control the degree of penalization 

for subsets with high cardinality,  is a weighting exponent and  is an adjustable 

threshold for detecting the outliers. 

Masson and Denœux are adopted the Lagrange multiplier method to minimize the 

objective function to find the optimal value for the mass of belief. 

The result of minimization of (9) under the constraint (10), adopting the Lagrange 

method, makes it possible to update the masses  with the following equation: 

                                                   (11) 

 

2.3. Credal C-means 

Credal C-means is an alternative version of the Fuzzy C-Means, proposed in order to 

model and group uncertain and imprecise data. This method is developed to prevent ECM 

limitations. 

In CCM, considers a data set  grouped on a frame of discernment 

with the corresponding centers . the meta-cluster 

center is defined by the mean value of singleton clusters center's included in this meta-

cluster which is obtained by (7) as in ECM. 
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For CCM algorithm, the clustering of a data set is subjected to constraints in order to 

allocate an object  to its corresponding cluster (singleton cluster, meta-cluster and 

outlier cluster).  

 If an object is very close to the center  of a singleton but far from others, it 

will be assigned to this cluster singleton; 

 If an object  is very close to several clusters center simultaneously, it will be 

difficult to associate it with a singleton cluster, for this the object will be assigned 

to a meta-cluster. This meta-cluster is represented by the disjunction of singleton 

cluster; 

  If an object is very far from all the cluster centers for the threshold  which is a 

parameter that affects the point of overlap, it will be considered outlier. 

When the discernment contains a large number of elements, the computation of the 

complexity of the credal partition will be very high which represents a big problem for 

real applications. In CCM, some meta-cluster that has a high cardinality can be eliminated 

according to a given threshold . This constraint is given 

by . 

The objective function of the CCM method is given by: 

                                  (12) 

with: 

                                        (13) 

where  is the matrix of mass of belief for all objects and  is the matrix of the cluster 

centers. 

must be minimized under the following constraints: 

                                                    (14) 

The setting parameter  is a weighting exponent and is the weighting factor of the 

distance between the object and the center of the meta-cluster. It is determined to find a 

good compromise between the imprecision and the error rates of classification. 

The belief mass matrix  and the  cluster center matrix can be 

obtained by minimizing the objective function under the constraint (14), using the 

Lagrange multiplier method. 

After the update of the masses of beliefs, we can get a new belief mass in detail for 

different focal elements, including singleton cluster, meta-cluster, and outlier clusters as 

follows: 

                                (15) 

where is defined by: 

               (16) 

The minimization of the objective function with respect to  is an optimization 

problem without constraint. The partial derivatives with respect to the center give a linear 

equation system which can be represented by: 
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                                                 (17) 

where the elements of these matrices are given by: 

                                          (18) 

                                  (19) 

                          (20) 

 

3. Kernel Credal C-Means Method 
 

3.1. Kernel Method 

The kernels based approaches have become popular for several years to solve 

supervised or unsupervised learning problems. The kernel methods are used to find 

nonlinear decision functions while fundamentally based on linear methods.  

Several methods have also emerged, such as the kernel C-means (KCM) [13], the 

kernel FCM (KFCM) [14], and the kernel Evidential C-means (KECM) [15]. All these 

methods use an implicit transformation of the data space  to a higher-dimensional 

space . The kernel  is defined by: 

                                                      (21) 

We present in the following section a kernel based version for credal C-means 

algorithm to powerful corresponding nonlinear forms using mercer kernels. 

A Gaussian kernel with a width  is used in this study. 

                                                   (22) 

The optimal value of  is problem-dependent and can heavily influence the 

classification accuracy. 

If we confine ourselves to the Gaussian kernel which is used almost exclusively in the 

literature, then , and 

                            (23) 
 

3.2. The Proposed KCCM Algorithm 

To group  object in  into  clusters , with the 

corresponding center  , and the credal partition is generalized based on the 

power set . 

Consider a transformation from  to .  the center of class  in the 

space induced by  and  is the matrix formed by the centers. To construct a kernel 

version of CCM algorithm, we try to minimize the following objective function: 

                         (24) 

with:                                         (25) 

where  is the distance between the object  and the focal element  in the 

space induced by . 

                  26) 

In KCCM, the mass of belief matrix  and the clustering centers 

matrix  can be obtained by minimizing the objective function  under the 
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following constraint: 

                                                  (27) 

The objective of the minimization of  is to calculate the new masses of beliefs. 

An optimization process similar to that used in CCM [10] performs minimization of the 

criterion. This process is based on the method of Lagrange multiplier. In a first step we 

consider that is fixed. The Lagrange multiplier is used to solve the minimization 

problem with constraint relative to , as follow: 

           (28) 

By differentiating the lagrangian with respect to and  setting the derivations to 

zero, we obtain: 

                                       (29) 

                                      (30) 

By developing the equation (29) 

                                             (31) 

Using (30) and (31)  

                                              (32) 

By replacing (32) in (31) 

                                        (33) 

Using (5), the detailed masses of beliefs can be obtained for different focal elements 

including singleton cluster, meta-cluster and outlier cluster as follows: 

                          (34) 

where 

   (35) 

In the second steps,  is fixed, the minimization of  with respect to  is an 

unconstrained optimization problem. The partial derivatives of  with respect to 

centers are given by: 

                                     (36) 

with                                 (37) 

              (38) 

then 
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     (39) 

By setting these derivatives to zero, we obtain  linear equation that can be written as: 

          (40) 

This linear equation system can be represented by a set of matrices as follows: 

                                             (41) 

Where the elements of these matrices are given by: 

                       (42) 

                (43) 

              (44) 

 is the solution of the above linear system (43), solved by using a standard linear 

system solver as 

                                          (45) 

As shown in Table1 which represent KCCM algorithm, the masses of belief for the 

objects are unknown at the beginning, and initialization of the matrix  of belief mass is 

generated randomly. This initialization has no effect on the final results for the 

convergence of clustering methods like FCM, ECM and CCM. In the following section 

some experiments will be given to show the effectiveness of our approach. 
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Table 1. Kernel Credal C-Means (KCCM) Algorithm 

Input Data set:  in  

Parameters : number clusters,  

 : meta-cluster threshold (default value )  

: outlier threshold  

 :  weight of the distance (default value )   : 

termination threshold (default value  ) 

bandwidth of the kernel. 

Initialization Choose randomly initial mass  

 
Repeat 

 

Compute  and  by (44)–(46); 

Compute  by solving (47);  

Compute  using (36); 

until  

 

4. Experimentation 

In this section, three experiments is presented to evaluate the performance of KCCM 

approach. The comparison is made with 4 methods: C-means, Evidential C-means, credal 

C-means and non-Euclidean version of CCM algorithm (NEuc-CCM).The non-Euclidian 

metric [17] is defined by:             

                                (46) 

The first experiment, based on simulated data is presented to show the performance of 

credal classification, by using Gaussian data. The second experiment is an application on 

road safety which data are collected from the trajectories taken in a bend [11] to show the 

interest of our method. The different approaches are programmed and tested in Matlab
TM

 

software. 

The credal classification has the advantage of considering the imprecise objects in the 

box in the imprecise classification and not as misclassified objects (misclassification). In 

our experiments, the concept of imprecision of the classification and misclassification is 

introduced to evaluate the performance of our method KCCM. 

For this, classification error is calculated by:  where  is the 

number of misclassified objects and  is the total number of objects under test. The 

degree of imprecision  is calculated by , where is the 

number of objects that assigned to the meta-clusters with a cardinality value . 

The choice of the value of the parameter  is critical, since it acts on the number of 

objects in the meta-clusters. Because the right choice for this parameter influence 

positively on the result of the clustering, we obtain a good compromise between the 

degree of imprecision and classification error that induces a very good classification rate. 

In our experiments, several values of the parameter  are tested. 

 

4.1. Experiment 1 

In the first experiment, we consider a particular 3-classes data set with two dimensions 

that have to be clustered. This data set consists of 600 data points as shown in Figure1. 

The parameters of the used distribution is shown in Table 1. 
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Table 2. Mean Vector and Covariance Matrix of the Simulated Dataset 

 Mean vector Covariance matrix Number of elements  

C1 
  

200 

C2 
  

200 

C3 
  

200 

 

KCCM is applied for the classification of this particular data set and it is compared 

with the CCM, ECM and non-Euclidian CCM approaches. The outlier threshold used is 

different from one method to another. For KCCM method we use . The three classes 

represented by the colors red, blue and green are overlapped on their borders as shown in 

the original data set in Figure1. The classification result obtained by the different methods 

is shown in Figure 2-5. 

ECM produce too much meta-cluster comparing with CCM and KCCM giving three 

singletons classes as shown in Figure2. The point in the middle of  

and and are respectively committed to  and  for 

CCM and KCCM methods because these points are difficult to be correctly classified into 

a particular class, see Figures 3-5. 

In our tests, the value chosen for  differs from one method to another since for NEuc-

CCM and KCCM is set to 1. Unlike CCM if this value is small all data points will be 

committed to the noise class, for this the value of 5 has been chosen. 
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Figure 1. Original Data Set 
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Figure 2. Result with ECM   
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Figure 3. Result with CCM   
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Figure 4. Result with NEuc-CCM   
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Figure 5. Result with KCCM   

Despite this choice, as Figure 3 shows, we still find same noisy points, which affects 

the behavior of the method towards this distribution and increases the error rate. 

In Table3, we find the error and imprecision rates for the dataset used in order to 

compare the pertinence of each method. 

The values obtained by the 4 methods show the interest and relevance of our two 

contributions. Using NEuc-CCM we obtained the smallest value which reaches 5.67% 

contrary to CCM whose rate equals 6.38%. For KCCM the rate was encouraging if in 

comparison with CCM and ECM approaches. 

Table 3. Imprecision Rate of Data Set with Different Methods (in %) 

 
ECM 

 

CCM 

 

NEuc-CCM 

 

KCCM 

 

 0.33 0.67 0.67 0.55 

 9.83 6.38 5.67 6 

We notice that KCCM and CCM produce a lower error rate, it is normal because the 

objects that difficult to classify are automatically commit to meta-clusters. This shows that 

the credal classification unlike the hard and fuzzy classification reduces misclassification. 

 

4.2. Experiment 2 

In this Experiment, we applied the kernel credal C-means algorithm (KCCM) 

described in section III to perform the classification of experimental vehicle trajectories. 

The trajectories used in this study were collected from an instrumented vehicle and a 

given bend configuration [11]-[18]. 

The vehicle trajectories is the results of the interaction of the system called Vehicle-

Infrastructure-Driver (V-I-D), during an amount of time  and it can be 

represented mathematically [17] by: 

                  (47) 

The parameter of function  represents the six variables, which are the positions 

 the speeds  and accelerations , longitudinal and lateral, 

respectively, in the Galilean reference. The set of trajectories comprises 232 trajectories. 

We assume that the observations are representative trajectories practiced in this bend.  

To apply KCCM algorithm we used a Gaussian kernel, but he selection of the 

parameter that defines the kernel (bandwidth for the Gaussian kernel) remains one of the 
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problems of kernel methods. 

The application of KCCM algorithm to the trajectories of vehicles gives four classes as 

results. These classes represent in the reality the behavior of four types of drivers. The 

first class represents the family of the slowest trajectories of safe driving. The second 

class is the family of fast trajectories with safe driving. The third class is the family of the 

slowest trajectories of sport driving. The fourth class represents the family of the fastest 

trajectories with sporting driving. 

The classification method based on C-means adopted by Koita [11]-[17] allows us to 

get four classes of stable trajectories. They physically correspond to four behavioral styles 

of each driver. Table 4 shows the distribution of the number of trajectories observed. 

The use of C-means affects all trajectories to a given class. Contrary to CCM method, 

KCCM produce trajectories belong not only to singleton clusters, but also to meta-

clusters.  

The obtained results are tested using different values of . The parameter for outlier 

threshold is given by . 

The use of ECM method to classify the trajectories from the bend [19] provided several 

meta-clusters and we obtained only two classes, after a kernel version of the ECM method 

have been tested [20], by this we could find the specific four classes desired but we still 

keeping too much trajectories in meta-clusters. 

The use of the KCCM method produces the best results in comparison with CCM. By 

setting , we found 25 trajectories not correctly classified that are in meta-clusters, 

which means that these trajectories have a behavior of two types of drivers. The data 

belonging to meta-clusters represents a new behavior inspired from at least two behaviors 

that are established by the experts in the field. These data should be examined to 

determine to which class belongs. 

Table 4. Clustering Results of Trajectory with Different Methods (Number of 
Trajectories) 

Methods 

 

Number of trajectories in 

singleton cluster 
Number of 

trajectories in  

meta-clusters 
    

C-means 35 73 77 47 - 

NEuc-CCM   

NEuc-CCM   

35 

35 

66 

59 

74 

66 

41 

39 

16 

33 

NEuc-CCM   35 55 65 39 38 

CCM             

CCM             

33 

34 

45 

44 

61 

61 

38 

37 

55 

56 

CCM             29 55 60 37 51 

KCCM          

KCCM          

37 

35 

62 

59 

67 

66 

41 

39 

25 

33 

KCCM          35 53 66 38 40 

 
We also notice that NEuc-CCM method gives better results than those obtained with 

the CCM and the KCCM using trajectories. Because only 16 trajectories have not been 

assigned to the desired classes. All these tests are compared with the C-means applied by 

Koita [14]. 
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5. Conclusion 

The use of our method Kernel Credal C-means algorithm solves the problems in 

relation to the Euclidean distance by mapping data with nonlinear relationship to 

appropriate features spaces and we show that KCCM produce a good results using a 

Gaussian distribution. 

We introduced a new based kernel version of credal c-means. The proposed approach is 

an extension of fuzzy c-means. It is based on belief function theory. KCCM as CCM 

produce three kinds of clusters: Singleton clusters, meta-clusters and outliers clusters. By 

introducing meta-clusters, KCCM reduce the misclassification errors. The KCCM method 

as the CCM approach is able to detect the outliers in the data sets. 

Several experiments using the artificial and real data have been presented to evaluate 

the performance of KCCM with respect to other method. Our results show that KCCM 

provide a good credal classification result. 

The application of our approach on real data applied to road safety; represented by 

trajectories collected in a bend; gives four classes that represent the behavior of four types 

of drivers, but our method produce some trajectories that belong to the meta-clusters. 

These data will be used in future work for the prediction of failed trajectories by using the 

failure probability. 
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