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Abstract 

This paper works on the detection of the breast cancer at early stage, by utilizing the 

mammogram images. This work pre-processes the given image by using histogram 

equalization to enhance the contrast of the image. Then the grey level co-occurrence 

matrix is used to extract the features from the image. The extracted features are reduced 

to the significant subset of features by using the sequential backward selection. Then, the 

image is classified as malignant or benign on the basis of significant subset of features by 

using the ANN classifier. Moreover, ANN classifier is optimized by selecting the 

optimized error value as stopping criteria. The result comparison and analysis on DDSM 

and MIAS datasets using parameters sensitivity, specificity, accuracy signifies 

effectiveness of the work.  
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1. Introduction 

The most frequently analyzed growth in ladies is bosom disease barring the 

malignancy of skin [1] and is the second primary reason of ladies tumor passing [2]. 

Ultrasound imaging, MRI imaging and advanced Mammography are accessible for 

imaging of bosom growth [3]. Mammography is most broadly utilized for recognition of 

bosom disease [4]. It is exceptionally troublesome for the Radiologists to effectively read 

the mammogram in view of low differentiation [5] prompting distortion of the outcomes. 

Twofold perusing of mammogram is taken to decrease the extent of missed diseases, in 

spite of the fact that it is tedious and immoderate. Selection of a CAD framework could 

decrease the specialists' workload and enhance the recognition rate [6-7].  

Image registration strategies are exceptionally useful for breast cancer analysis [8]. 

Diverse techniques, for example, wavelets [5] and statistical strategies [9] utilized Feature 

Extraction to identify bosom malignancy. A few Researchers utilized element choice 

extraction strategies for ANN based bosom tumor analysis [10-15]. Ritthipravat et al. 

clarified the utilization of Artificial Neural Networks for Recurrence Prediction of disease 

[16]. Kala et al. proposed transformative neural system engineering for bosom 

malignancy determination. [17]. Salim et al. utilized Artificial Neural Network and 

Hidden Markov Model technique (HMM) for diagnosing bosom cancer[18]. Ahmad et al. 

have examined the mammogram understanding by utilizing Probabilistic Neural Network. 

[19]. Guzman-Cabrera et al. examined the computerized mammograms utilizing surface 

division [20]. Senapati et al. proposed K-molecule swarm streamlining (KPSO) which 
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gives more exact result and better classification [21].  This paper proposes a methodology 

to classify the tumour in a optimized manner discussed in next section. The novelty of the 

paper lies in the steps combination of the methodology described. 

 

2. Methodology 

The process of classification needs the pre-processing and few other steps for the 

optimized performance. The flow of the work has been shown in Figure 1. It includes the 

pre-processing of the image using the histogram equalization. The features are extracted 

from this pre-processed image by using the GLCM matrix. The extracted features may 

include the insignificant information so the sequential backward selection (SBS) is 

applied to select the subset of significant features. Then the optimized ANN classification 

using error as stopping criteria is applied to classify the image based on selected subset of 

features.   

 

Figure 1. Flow of Proposed Work 

This whole process is applied only to the region of interest. The detail of each step 

involved in the methodology is described below: 

 

2.1. Selection of ROI 

At first mammogram images might be trimmed to expel undesired regions as a piece of 

preprocessing in order to keep zone of interest just for further preparing. This is done to 

select the ROI.  

 

2.2. Image Enhancement by Histogram Equalization 

Histogram Equalization or Enhancement may be used for Image Enhancement of 

Mammogram images. Histogram evening out is utilized to modify the contrast of the 

picture utilizing the Image histogram by expanding dynamic scope of dim levels.[22-23]. 

Figure 1 demonstrates the Image improvement by histogram Equalization.  

Input Image 

Histogram Equalization 

Extract GLCM Feature 

Reduce Feature Using SBS 

Classify using ANN with error as 

stopping criteria 
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a) 

 
b) 

Figure 2. Histogram Equalization a) Original Image and Its Histogram b) 
Enhanced Image and Its Histogram 

2.3. Feature Extraction 

Feature extraction is extracting the most important features from the images using 

image-processing techniques. Initially Intensity Histogram features were used for feature 

selection which includes mean, energy, skewness, entropy and kurtosis etc [22].  

 

2.3.1. GLCM Features  

The GLCM (Gray Level Co-occurrence Matrix) is method in which the spatial 

relationship between pixels of different gray levels is considered [25]. Second-order 

texture features such as Inertia Autocorrelation, Contrast, Correlation, Dissimilarity 

Energy and Entropy may be computed using GLCM which gives the complete details of 

the image. [22, 26].   

 

2.3.2. Feature Reduction 

The features have been reduced to significant features by using the following 

technique: 

Suppose D = {di; 1 ≤ i ≤ n}  where n is the number of features in a dataset. The 

selected feature subset having f number of features is Sf = {xj; 1 ≤ j ≤ f, xj ∈ D}. The 

value of the objective function (di)1 ≤ 𝑖 ≤ 𝑛 ; only if the ith feature is selected will be 

known as R(di) of the feature.  

The relevance of any feature 𝑅𝑘−1(𝑥𝑗); 𝑗 = 1,2,3 … 𝑓  in the set Sf is given by 

𝑅𝑘−1(𝑥𝑗) = 𝑂𝐹(𝑆𝑓) − 𝑂𝐹(𝑆𝑓 − 𝑥𝑗) while the relevance  𝑅𝑘+1(𝑑𝑖) of the feature di from 

the set D-Sf  

𝐷 − 𝑆𝑓 = {𝑑𝑖; 𝑖 = 1,2,3, … . 𝑛 − 𝑓, 𝑑𝑖 ∈ 𝐷, 𝑑𝑖 ≠ 𝑥𝑝𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥𝑝 ∈ 𝑆𝑓  is given by 

𝑅𝑘+!(𝑑𝑖) = 𝑂𝐹(𝑆𝑓 + 𝑑𝑖) −  𝑂𝐹(𝑆𝑓). 

The least significant feature in Sf can be given as 𝑅𝑘−1(𝑥𝑗) = min
1≤𝑖≤𝑘

𝑅𝑘−1(𝑥𝑖) 
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 𝑂𝐹(𝑆𝑓 − 𝑥𝑗) = max
1≤𝑖≤𝑘

𝑂𝐹(𝑆𝑓 − 𝑥𝑖).  

 

Similarly for the feature 𝑑𝑖 ∈ 𝐷 − 𝑆𝑓, the relevancy 

𝑅𝑘+1(𝑑𝑗) = min
1≤𝑖≤𝑛−𝑓

𝑅𝑘+1(𝑑𝑖) 

 𝑂𝐹(𝑆𝑓 + 𝑑𝑗) = min
1≤𝑖≤𝑛−𝑓

𝑂𝐹(𝑆𝑓 + 𝑑𝑖). 

The SBS algorithm for any Dataset D having n features can be given as: 

1. f=0; 

2. Initiate 𝑆𝑓 = 𝐷 

3. Remove Least relevant feature from Sf  i.e. 

     𝑥𝑗 = max
1≤𝑖≤𝑓

𝑂𝐹(𝑆𝑓 − 𝑥𝑖). 

4. Update  

     𝑆𝑓+1 = 𝑆𝑓 − 𝑥𝑗;  𝑓 = 𝑓 + 1 

Repeat step 3 & 4 until stopping criteria achieved 

 

2.3.3. Diagnosis/Classification  

After extracting and selecting, the GLCM features are used as inputs to train, test and 

validate an ANN based Diagnosis System. The ANN is optimized by finding the error for 

the stopping criteria explained as follow: The error can be found by in a optimized 

manner by separating hyperplane which is described as f(vi) = w ∗ Ø(vi) + bias, here 

bias is the optimal bias, w is weights and ϕ is the mapping to input vectors v applied 

nonlinear.  

The process of optimization is completed by reducing the value of w resulting in 

maximized distance between the closest point of hyperplane and the hyperplane. It can be 

given as: 

min(Ø(w)) =
1

2
∗ ‖w‖2 + c ∑ ei

Pn

i=1
 

Where c is the constant used for regularization and e is the normalized variation where 

ei >=0 & o(w ∗ Ø(vi) + bias) ≥ 1 − e and i=1…Pn.  Applying Lagrangian method  

 

max L1(a) = ∑ ai −
1

2
∑ aiajoioj (Ø(vi) ∗ Ø(vj))

Pn

i,j=1

Pn

i=1
 

Such that  

 

∑ aioi = 0
Pn
i=1  and c ≥ ai ≥ 0 for i=1…Pn.  where a is the Lagrangian multiplier. 

On solving the equation the classification can be given as: 

 

Le = {
0 if |oi − f(vi)| ≤ e

|oi − f(vi) − e, | if |oi − f(vi)| > 𝑒
 

 

where e is the maximum allowed error. Similarly the output of the ANN is given as  

f(vi) = Ø(w ∗ vi + bias) . The minimum error allowed can be determined by the 

procedure explained above. This error is used as stopping criteria to perform the 

classification using ANN. The whole process is implemented using the MATLAB and 

corresponding results are discussed in next section.  
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3. Result and Discussion 

The calculation has been actualized utilizing the MATLAB. The execution 

examination has been done two standard datasets named as MIAS and DDSM. The MIAS 

dataset is given by Mammographic Image Analysis Society which is an association of UK 

exploration assembles The dataset utilizes 322 digitized movies. The DDSM dataset is 

acronym for Digital Database for Screening Mammography. It is given by collective 

exertion between Massachusetts General Hospital, Sandia National Laboratories and the 

University of South Florida Computer Science and Engineering Department. The 

algorithm has been compared with SVM based classification, ANN based classification. 

Various parameter analyzed are accuracy, specificity and sensitivity on these dataset are 

given below: 

Table 1. Comparison of Classification Accuracy  

Dataset 
SVM ANN OANN 

Accuracy Accuracy Accuracy 

MIAS 
Benign 0.8405 0.8469 0.8529 

Malignant 0.7500 0.7680 0.7741 

DDSM 
Benign 0.9817 0.9827 0.9907 

Malignant 0.9167 0.9375 0.9428 

Table 2. Comparison of Sensitivity (Se) and Specificity (Sp) 

Dataset 
SVM ANN OANN 

Se Sp Se Sp Se Sp 

MIAS 
Benign 0.7597 0.9426 0.7607 0.9544 0.7717 0.9624 

Malignant 0.8286 0.6339 0.8857 0.6427 0.8914 0.8367 

DDSM 
Benign 0.9856 0.9492 0.9904 0.9538 0.9934 0.9618 

Malignant 0.9327 0.8109 0.9512 0.8533 0.9770 0.8700 

The graphical analysis of the results shown in Table 1 and 2 is given Figure 3, 4 and 5.  

The comparison signifies the improvement in the performance using the designed 

technique.  

 

 

Figure 3. Comparison of Accuracy of SVM, ANN and Optimized ANN 
Algorithm 
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Figure 4. Comparison of Sensitivity of SVM, ANN and Optimized ANN 
Algorithm 

 

Figure 5. Comparison of Specificity of SVM, ANN and Optimized ANN 
Algorithm 

The graphical as well as the tabular comparison shows that the given methodology 

separates the positive and negative classes better (analyzed using specificity and 

sensitivity parameter) as compared to other existing techniques.   
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4. Conclusion 

This paper designs a methodology for the classification of the breast cancer tumour in 

an optimized manner. The designed methodology performs the pre-processing, feature 

extraction, feature reduction as well as the classification. The stopping criteria of the 

classification using ANN are selected as error, selected by using the Lagrangian 

multiplier along with the hyperplane for classification. The result of the technique are 

compared with SVM and ANN based classification techniques using accuracy, sensitivity 

and specificity as the parameters on DDSM and MIAS datasets. The effectiveness of the 

work is shown by the results. In future the significant feature selection process can be 

optimized by using meta-heuristic feature selection technique.     
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