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Abstract 

NAND flash memory exhibits a large number of advantages such as high random 

access performance, small size, high reliability, and strong shock resistance, it has been 

widely used as the dominant storage device for consumer electronics. However, NAND 

flash memory uses an out-of-place update scheme to solve its erase-before-write 

hardware constraint and then garbage collection operations should be performed to 

reclaim invalid pages that are incurred by its out-of-place update scheme. Garbage 

collection operations usually incur high garbage collection overhead and shorten the 

lifetime of NAND flash memory. In this case, this paper proposes an intelligent garbage 

collection policy based on the I/O workload prediction for NAND flash-based storage 

devices. The proposed intelligent garbage collection policy adopts an improved 

exponentially weighted moving average method to predict the I/O workload and 

determines the number of victim blocks that should be reclaimed. In order to lower the 

degree of wear leveling for NAND flash memory, the proposed intelligent garbage 

collection policy first reclaims young victim block candidates with low erase count. A 

series of experiments are conducted with real traces on a commercial smart phone and 

experimental results show that our proposed intelligent garbage collection policy is 

superior to previous garbage collection policies in terms of the number of copy 

operations, the number of erase operations, the number of erase operations, the energy 

consumption, and the degree of wear leveling. 

 

Keywords: NAND flash memory, Garbage collection policy, I/O workload prediction, 

Out-of-place update scheme, Exponentially weighted moving average 

 

1. Introduction 

IBM designed the first commercial computer RAMAC, which introduced a moving-

head hard disk drive for secondary storage in 1956 [1]. Since then, the hard disk drive has 

been the dominant data storage medium for personal computers and servers [2]. However, 

the hard disk drive shows some disadvantages of large volume, high power consumption, 

weak shock resistance, and loud noise. Therefore, the hard disk could not satisfy the 

requirements for data storage in mobile communication, data collection, and aeronautics 

and space fields [3]. At the same time, mechanical properties of hard disk restrict the 

improvement of I/O performance. In the past 20 years, the CPU speed increases 500 times, 

while the I/O speed of hard disk only increases 20 times. The speed gap between the CPU 
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and hard disk increases continuously, it has influenced the overall performance of storage 

systems significantly [4]. 

In this case, flash memory was introduced by Toshiba in 1984. It can effectively solve 

the disadvantages of hard disk drive and exhibits a large number of advantages in terms of 

small size, low power consumption, strong shock resistance, and high random access 

performance. It has been widely used in consumer electronics for data storage, such as 

smart phones, digital cameras, tablet devices, notebook computers, and so on [5]. As the 

semiconductor technology develops continuously, flash memory dramatically increases in 

storage capacity and decreases in cost-per-bit [6]. The Samsung Electronics company has 

produced 128GB flash memory. Therefore, it has started to be used as secondary storage 

for desktop computers and servers. For example, it has been produced in the form of solid 

state drives and the solid state drives have been used to store data for newly produced 

computers such as Mac computers [7]. 

However, flash memory shows an erase-before-write hardware constraint so that it 

cannot be overwritten [8]. Flash memory uses an out-of-place update scheme to solve this 

hardware constraint. The out-of-place update scheme writes the new data into the free 

space of flash memory and then invalidates the original data as invalid. As time goes by, 

the free space will reduce gradually and then the invalid pages will increase gradually. 

When the free space falls below a predefined threshold, garbage collection operations 

should be incurred to reclaim the garbage in terms of invalid pages. Garbage collection 

operations can not only generate high garbage collection overhead, but also raise the 

degree of wear leveling. Therefore, a number of garbage collection policies have been 

proposed to reduce the garbage collection overhead and lower the degree of wear leveling. 

However, current garbage collection policies focus on designing an efficient victim block 

selection algorithm for selecting victim blocks and none of them focuses on determining 

how many victim blocks should be selected for reclaiming during the garbage collection 

operation [9]. 

In this paper, an intelligent garbage collection policy based on I/O workload prediction 

is proposed for NAND flash-based storage devices. The proposed intelligent garbage 

collection policy first introduces an improved exponentially weighted moving average 

method to predict the future I/O workload and then determines the number of victim 

blocks. Then, the proposed intelligent garbage collection policy introduces an efficient 

victim block selection algorithm for selecting victim blocks. Finally, the proposed 

intelligent garbage collection policy adopts an efficient data migration algorithm for 

migrating valid pages within victim blocks. A series of experiments are conducted with 

real traces on a commercial smart phone and experimental results evaluate the 

effectiveness of the proposed intelligent garbage collection policy. 

The remainder of the paper is organized as follows. Section 2 gives the overview of 

NAND flash memory. Section 3 briefly reviews existing works on garbage collection 

policy. Section 4 presents the typical system architecture of NAND flash-based storage 

system. Section 5 describes the proposed intelligent garbage collection policy in detail. 

Experimental results are presented in Section 6. Finally, conclusions are drawn in Section 

7. 

 

2. Overview of NAND Flash Memory 

Flash memory was designed from Electrically Erasable Programmable Read-only 

Memory (EEPROM) in 1984 and inherited features from EEPROM [10]. Hence, flash 

memory is a kind of electronic non-volatile memory storage medium that can be 

electrically erased and reprogrammed. There are two main kinds of flash memory, which 

are NOR flash memory and NAND flash memory, respectively [11]. They have different 

physical characteristics and they are often used for different purposes. 
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NOR flash memory shows small storage capacity. Moreover, it is very costly. However, 

it offers an execute-in-place (XIP) capability that allows applications to be executed 

directly in NOR flash memory instead of loading them into the main memory. Therefore, 

it is often used to replace ROM (Read Only Memory) for storing the BIOS of computers 

and the firmware of consumer electronics [12]. 

NAND flash memory has large storage capacity, low cost-per-bit, and high write and 

erase performance. Therefore, it is usually used as data storage medium for desktop 

computers and consumer electronics. As NAND flash memory increases in storage 

capacity and decreases in cost-per-bit continuously, NAND flash memory is introduced 

by enterprises to store data for servers, especially for read intensive applications [13]. 
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Figure 1. Architecture of a NAND Flash Memory Chip 

As shown in Figure 1, a NAND flash memory chip is composed of a fixed number of 

blocks. Each block also consists of a fixed number of pages. A page is usually divided 

into two parts, which are data area and spare area, respectively. The data area is adopted 

for storing user data, while the spare data is adopted to store the error correction code. 

NAND flash memory offers three basic I/O operations, which are the read, write, and 

erase operations, respectively. Read operation is performed to read data from a target page, 

while write operation is often incurred to write data to a target page. Hence, the basic unit 

of read and write operations is a page. The eras operation is usually triggered during 

garbage collection to erase a victim block after valid pages in the victim block are copied 

to free space. Hence, the basic unit of erase operation is a block [14-16]. 

NAND flash memory also shows a number of unique physical characteristics. First, it 

has an erase-before-write hardware constraint, which requires that a block must be erased 

before it is written. In this case, NAND flash memory usually adopts an out-of-place 

update scheme to solve this hardware constraint. This out-of-place update scheme writes 

the new data to the free space of NAND flash memory and then invalidates the original 

pages containing old data as invalid. Invalid pages are usually referred to as garbage. 

Second, NAND flash memory has asymmetric I/O costs. The cost of write operation is 

much higher than that of read operation, while the cost of erase operation is higher than 

that of write operation. Third, the maximum erase count allowed to each block within 

NAND flash memory is limited, typically 10,000 ~ 100,000. In order to avoid wear out 

the blocks within NAND flash memory, a large number of wear leveling algorithms have 

been proposed to erase all blocks as evenly as possible [17]. 

 



International Journal of Multimedia and Ubiquitous Engineering 

Vol.12, No.1 (2017) 

 

 

102   Copyright ⓒ 2017 SERSC 

3. Related Works 

NAND flash memory has an erase-before-write hardware constraint, which requires 

each block within NAND flash memory to be erased before being written. In this case, it 

adopts an out-of-place update scheme to solve this hardware constraint. The out-of-place 

update scheme first writes the new data to the free space of NAND flash memory and 

then invalidates the pages containing the original data as invalid. As time goes by, the free 

space will be reduced gradually and the invalid pages will be increased gradually. When 

the free space falls below a predefined threshold, garbage collection operations should be 

triggered to reclaim garbage in terms of invalid pages. Garbage collection operations 

often incur very high garbage collection overhead and also shorten the lifetime of NAND 

flash memory. Hence, reducing the garbage collection overhead and lowering the degree 

of wear leveling of NAND flash memory are the design principles of garbage collection 

policies. In order to achieve these design principles, a large number of garbage collection 

policies have been proposed. 

Wu et al. proposed an efficient garbage collection policy for a non-volatile storage 

system [18]. The proposed efficient garbage collection policy is called GR policy and it is 

the first garbage collection policy proposed for NAND flash-based storage devices. The 

GR policy defines the garbage collection overhead as the number of valid pages within 

each block and then selects the blocks with the least number of valid pages as victim 

blocks. The GR policy can minimize the garbage collection overhead, but it does not 

consider the erase count of each block when selecting victim blocks. Therefore, the GR 

policy is very likely to increase the degree of wear leveling and then shorten the lifetime 

of NAND flash memory. 

In order to solve the problems of GR policy and then lower the degree of wear leveling 

of NAND flash memory, Kawaguchi et al. proposed an efficient garbage collection policy 

called cost-benefit (CB) policy for NAND flash file systems [19]. The CB policy 

computes the cost-benefit ratio of each block and chooses the block with the highest cost-

benefit ratio as a victim block. The cost-benefit ratio of each block is computed as 

 1

1

a u

u

 

                                                         (1) 

where the terms a  and u  are the elapsed time since the last data invalidation on this 

block and the percentage of valid pages within this block. The term 
 1 u

 represents the 

free space that can be obtained during garbage collection operation, while the term 

 1 u
 represents the garbage collection overhead that is incurred. The CB policy uses 

the elapsed time since the last data invalidation to compute the cost-benefit ratio. In this 

case, the blocks that have been invalidated for a long time have a relatively high chance to 

be selected as victim blocks and the degree of wear leveling of NAND flash memory will 

be reduced. However, the CB policy also does not consider the erase count of each block 

when selecting victim blocks as the GR policy. 

In order to further lower the degree of wear leveling of NAND flash memory, Chiang 

et al. proposed an efficient garbage collection policy called cost-age-times (CAT) for 

NAND flash memory storage systems [20]. The CAT policy considers the number of 

valid pages, elapsed time since the last data invalidation, and erase count of each block 

when selecting victim blocks. The CAT policy evicts the block that minimizes the 

following formula. 

1
_

1

u
erase count

u a
 

                                             (2) 

where the term u  represents the number of valid pages, which is also considered as the 

garbage collection overhead. The term 1 u  represents the free space that is obtained. 
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The term a  is the elapsed time since the last data invalidation on this block. The term 
_erase count  represents the erase count of the block. The CAT policy considers the 

erase count of each block when selecting victim blocks. In this case, the blocks with low 

erase count will be reclaimed before the blocks with high erase count and then the degree 

of wear leveling will be lowered. 

We can find that all the existing garbage collection policies focus on selecting an 

suitable victim block in order to reduce the garbage collection overhead and lower the 

degree of wear leveling of NAND flash memory chips. None of them focus on 

determining how many victim blocks should be selected during garbage collection 

operation. 

 

4. System Architecture of NAND Flash-Based Storage Systems 

In this section, a typical system architecture of NAND flash-based storage systems will 

be described. 

NAND flash memory shows very different hardware characteristics from hard disk 

drives, so NAND flash-based storage systems often introduce an additional software layer 

to operate NAND flash-based storage devices. This additional software layer is called 

flash translation layer (FTL). As shown in Figure 2, the typical system architecture of 

NAND flash-based storage systems is composed of the traditional file system, flash 

translation layer, memory technology device (MTD), and NAND flash-based storage 

device, respectively. 
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Figure 2. System Architecture of NAND Flash-Based Storage Systems 

The traditional file system can be Ext2, Ext3, Ext4. The flash translation layer is 

usually adopted to deploy between traditional file system and memory technology device. 

The flash translation layer is responsible for hiding the unique hardware characteristics of 

NAND flash  memory and emulating the NAND flash-based storage devices as block 

devices. In this case, traditional file system can operate NAND flash-based storage 

devices like hard disk drives. The memory technology devices is a generic subsystem in 
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Linux operating system that is used to access non-volatile memory devices such as 

NAND flash memory. 

The flash translation layer is composed of address translator, garbage collector, and 

wear leveler. Address translator translates the logical block addresses from traditional file 

systems into the physical block addresses in the NAND flash-based storage devices. 

Garbage collector uses a garbage collection policy to reclaim garbage in terms of invalid 

pages. Wear leveler is a module used to wear out each block as evenly as possible in order 

to extend the lifetime of NAND flash-based storage devices. In this paper, we focus on 

designing an efficient garbage collection policy for NAND flash-based storage systems. 

 

5. Intelligent Garbage Collection Policy Based on I/O Workload 

Prediction 

In this section, the proposed intelligent garbage collection policy based on I/O 

workload prediction is described in detail. 

 

5.1. Architecture 

As shown in Figure 3, the proposed intelligent garbage collection policy is composed 

of three components, which are I/O workload monitor, I/O workload predictor, and 

garbage collector. The I/O workload monitor is in charge of measuring and saving the I/O 

workload. The I/O workload predictor is responsible of extracting the measurements of 

I/O workload from the I/O workload monitor to predict the I/O workload in the near 

future. The garbage collector is a module that selects and reclaims victim blocks. 

 

I/O workload predictor

I/O workload monitor Garbage collector

NAND flash-based 

storage devices
I/O workload

Intelligent garbage collection policy

 

Figure 3. Architecture of the Proposed Intelligent Garbage Collection Policy 

In this paper, the I/O workload predictor introduces an improved exponentially 

weighted moving average method to predict the I/O workload in the near future and then 

determines the number of victim blocks that should be selected. The garbage collector 

uses a window-based victim block selection algorithm to select victim blocks and an 

efficient valid data migration algorithm to migrate valid data to free space. 
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5.2. I/O Workload Prediction 

The exponentially weighted moving average method has been introduced to predict the 

I/O workload. The exponentially weighted moving average method predicts the I/O 

workload as follows [21]. 

       1 1E t α E t α O t     
                                    (3) 

where the term 
 1E t 

 is the predicted value of I/O workload at time 
 1t 

. The 

terms 
 E t

 and 
 O t

 are the predicted value of I/O workload and the observed value of 

I/O workload at time t , respectively. The coefficient α  represents the degree of 

weighting decrease and it is also a constant smoothing factor between 0 and 1. 

However, the exponentially weighted moving average (EWMA) method cannot 

capture the rising trends of I/O workload. For instance, there is a time series of 
 O t

 

 50,60,70,80
, it is reasonable to predict the next value of I/O workload to be 90. But 

the coefficient α  is between 0 and 1, the predicted value of I/O workload is always 

between 50 and 80. It is impossible equal to 90. In order to capture the rising trends of I/O 

workload, we modify the original exponentially weighted moving average method by 

setting the coefficient α  to be between -1 and 0. Then, the formula (3) can be transformed 

as follows. 

       

     

1 1

1

E t α E t α O t

O t α O t E t

      

                                         (4) 

 

5.3. Window-Based Victim Block Selection Algorithm 

The window-based victim block selection algorithm is in charge of selecting victim 

blocks. As shown in Figure 4, it maintains a list of victim block candidates in ascending 

order of erase count. The leftmost victim block candidate has lowest erase count, while 

the rightmost victim block candidate has highest erase count. The block list has a window 

that contains the victim block candidates with low erase count. The size of the window is 

w.  

 

5 10 15 53 67 89 115

window, w

 

Figure 4. An Example of Window-Based Victim Block Selection Algorithm 

The victim block candidates within the window are considered as young blocks, while 

the rest ones out of the window are called old blocks. The design principal of the window-

based victim block selection algorithm is to first select the young victim block candidates 

as victim blocks. Therefore, the window-based victim block selection algorithm first 

checks the victim block candidates in the window and then selects the block with the 

lowest eviction value as a victim block. The eviction value of each block is calculated as 

min

1 max min

n
i

i

age age
ev

age age







                                             (5) 
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where the term ev  represents the eviction value of this block. The term n  is the 

number of invalid pages within the block. The term iage
 represents the elapsed time 

since the last invalidation on the ith invalid page. The terms maxage
and minage

 are the 

maximum elapsed time since the last invalidation on all the invalid pages within the block 

and the minimum elapsed time since the last invalidation on all the invalid pages in the 

block. 

 

5.4. Valid Data Migration Algorithm 

After the victim blocks are selected, a valid data migration algorithm should be 

introduced to migrate valid data within the victim blocks. The victim blocks usually 

contain hot and cold valid data at the same time. Because hot valid data are often 

invalidated before cold valid data, migrating hot and cold valid data into the same block 

incurs new garbage collection overhead in terms of copy operations that migrating cold 

valid data into free space. In order to reduce the garbage collection overhead of NAND 

flash memory, the valid data migration algorithm separates the hot valid data from the 

cold valid data and then distributes them to different free blocks. Copying hot valid data 

to old blocks with high erase count will cause that old blocks will be erased frequently 

and the degree of wear leveling will be increased. Hence, the valid data migration 

algorithm distributes hot valid data to young blocks with low erase count and cold valid 

data to old blocks in order to avoid increasing the degree of wear leveling and then extend 

the lifetime of NAND flash-based storage device. 

 

6. Experimental Results 

In this section, experimental results are presented to assess the performance 

effectiveness of the proposed intelligent garbage collection policy based I/O workload 

prediction. 

In order to evaluate the performance of the proposed intelligent garbage collection 

policy based on I/O workload prediction, a series of experiments are conducted with a real 

trace that is collected when executing a music player on the Linux operating system. The 

real trace of the music player shows a high locality of references in that 83.6 of write 

operations are made to metadata. Out proposed intelligent garbage collection policy based 

I/O workload prediction is compared with the greedy (GR) policy, cost-benefit (CB) 

policy, and cost-age-times (CAT) policy, respectively. 

Experiments are conducted on a real smart phone. The smart phone is equipped with a 

1 GHz microprocessor, 512 RAM, and 1 GB NAND flash memory. 

The performance metrics used in the experiments are the number of copy operations, 

the number of erase operations, the energy consumption, and the degree of wear leveling. 
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Figure 5. The Number of Copy Operations for Various Garbage Collection 
Policies 
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Figure 5 illustrates the experimental results of four garbage collection policies in terms 

of the number of copy operations. The GR policy selects the block with the lowest erase 

count as a victim block, so it incurs less copy operations than the CB and CAT policies. 

Our proposed garbage collection policy not only selects the block with the highest 

eviction value as a victim block, but also separates hot valid data from cold valid data 

within victim blocks and copies them to different free blocks. In this case, copy 

operations are reduced significantly. Hence, our proposed garbage collection policy incurs 

less copy operations than the GR policy. 
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Figure 6. The Number of Erase Operations for Various Garbage Collection 
Policies 

Figure 6 shows the experimental results of various garbage collection policies in terms 

of the number of erase operations. The GR policy obtains more free space than the CB 

and CAT policies, the GR policy incurs less erase operations for reclaiming garbage than 

the CB and CAT policies. Our proposed garbage collection policy introduces an improved 

exponentially weighted moving average method to predict the I/O workload in the near 

future and controls the number of erase operations. Moreover, it separates hot valid data 

from cold valid data in victim blocks and distributes them to different free blocks, victim 

blocks will be reduced and the number of erase operations will be decreased. Therefore, 

the proposed garbage collection policy incurs the least erase operations. 
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Figure 7. Energy Consumption for Various Garbage Collection Policies 

Figure 7 illustrates the experimental results of various garbage collection policies in 

terms of the energy consumption. The energy consumption of a garbage collection policy 

mainly rely on the number of copy operations and the number of erase operations. 
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Because the proposed garbage collection policy incurs the least number of copy 

operations and the number of erase operations, the proposed garbage collection policy 

also consumes the least energy. 
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Figure 8. The Degree of Wear Leveling for Various Garbage Collection 
Policies 

Figure 8 shows the experimental results of various garbage collection policies in terms 

of the degree of wear leveling. The GR policy does not consider the elapsed time since the 

last data invalidation on each block and the erase count of each block when selecting 

victim blocks, so it shows the highest degree of wear leveling. The CB policy introduces 

the elapsed time since the last data invalidation on each block when selecting victim 

blocks and the CAT policy also considers the erase count of each block when selecting 

victim blocks, so they show the lower degree of wear leveling. The proposed garbage 

collection policy first selects the young blocks with low erase count as victim blocks. 

Moreover, it distributes hot valid data in victim blocks into young free blocks with low 

erase count and cold valid data into old free blocks with high erase count. Therefore, the 

proposed garbage collection policy has the lowest degree of wear leveling. 

 

7. Conclusions 

In this paper, an intelligent garbage collection policy based I/O workload prediction is 

proposed for NAND flash-based storage devices. This policy first adopts an improved 

exponentially weighted moving average method to predict the I/O workload in the near 

future in order to control the number of garbage collection operations. Then, this policy 

introduces an efficient window-based victim block selection algorithm to first select the 

young blocks with low erase count as victim blocks. Finally, this policy adopts a valid 

data migration algorithm that separates hot valid data from cold valid data within victim 

blocks and then distributes them to different free blocks. A series of experiments have 

been conducted with a real trace and experimental results assess the effectiveness of the 

proposed garbage collection policy. 
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