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Abstract 

In order to solve the problem that the dimension disaster caused by high-dimensional 

features seriously affects the efficiency of the content-based image retrieval, this paper 

presents a method for generating an image retrieval algorithm with neighborhood rough 

set. By introducing the upper and lower approximation definition of neighborhood rough 

set, the proposed algorithm achieves the features selection and similarity measurement 

for automatic image retrieval. Experiment shows that the proposed algorithm is effective 

in comparison with the other mentioned methods. 
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1. Introduction 

In the current age of digitalization, images are one of the most important media sources 

from which people can acquire information. Due to more intuitive capabilities of 

information presentation, each day numerous digital images are produced and transmitted 

over the network. Furthermore, making images easily retrievable has been a challenge 

since very large image collection that is becoming more and more common. Therefore, 

developing a quick and accurate digital image retrieval system to deal with the 

tremendous amount of digital images has become a very important research topic in 

which many scholars. Researchers are very interested in the content-based image retrieval 

(CBIR), where image contents are described by the features such as color, texture and 

shape. The more the dimension of features are, the better features describes the image 

contents. But the dimension disaster caused by high-dimensional features seriously affects 

the efficiency of the image retrieval. Therefore, as the preprocessing step of image 

retrieval, the feature selection not only to ensure the effectiveness of features, but also to 

maintain the reduction of features. As a result, how to select the features relates to the 

effectiveness and efficiency of the image retrieval [1-2]. 

Rough set theory forms a vehicle to deal with the uncertain information and inexact 

knowledge, and the nature implied in the data is able to be found with systemic 

mathematical approaches. The theory has been widely used in artificial intelligence, 

pattern recognition, data mining, system analysis and other fields. Neighborhood rough 

set extends application of the rough set to support numeric attributes, which is more 

suitable for the selection of image features. In order to balance the effectiveness of image 

features and the reduction of image features, we proposed a method of high-dimension 

image features selection based on neighborhood rough set. By the concept of the 

neighborhood, the method can find the subsets of the images with the similar features and 

confirm the dependency of the features that is the basic measure of attribution reduction. 
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At the same time, the similarity of the images is quantified according to the upper and 

lower approximations. 

The rest of this paper is organized as follow. We first briefly overview the related 

works in Section 2. Section 3 introduces the proposed approach and its theory basic. 

Section 4 contains experimental results obtained by applying our algorithms and other 

algorithms to image retrieval. Finally Section 5 is the conclusion of the work and future 

prospects. 

 

2. Related Works 

Feature selection is referred to as selecting subset of attributes from the set of original 

attributes. The purpose of the feature selection is to identify the significant features, 

eliminate the irrelevant of dispensable features and build a good learning model [3]. 

Nowadays numerous successful implementations of feature selection and classification of 

various applications using rough set are available. Rough set theory has been introduced 

by Zdzislaw Pawlak to deal with imprecise or vague concepts in the early 1980s [4]. 

Rough set can handle the ambiguous and imperfect data by taking in the ideas of “limited 

set” and “equivalent relation” of set theory, and newly introducing the concepts of 

“classification” and “approximation”. In recent years we witnessed a rapid growth of 

interest in rough set theory and its applications, worldwide. Researchers focused their 

attention on reduction and classification algorithms based on rough set [5-7].  

Khoo et al. [8] proposed a novel approach for the rule induction of inconsistent 

information systems. It was achieved by integrating rough set with a statistics-based 

inductive learning algorithm. Chen et al. [9] presented a reasonable definition of 

parameterization reduction of soft sets and compared it with the attribute reduction in 

rough set. By using this new definition of parameterization reduction, they improved the 

application of a soft set in a decision-making problem. Thangavel et al. [10] designed 

Modified Quickreduct algorithm for horizontal and vertical reduction. At the same time, 

they discussed the performance study of various reduction algorithms such as Quickreduct 

and Variable Precision Rough Set (VPRS) for constructing the efficient rules. Questier et 

al. [12] introduced the rough set theory to construct reductions in a supervised way for 

reducing the number of features in an unsupervised clustering. 

However, the equivalence relations are directly induced from nominal attributes based 

on the attribute value so that the rough set model cannot support numeric attributes in 

real-world applications. Y.Y. Yao [12] proposed a binary relation based framework for 

the study of neighborhood systems and rough set approximations. Within this framework, 

these two notions may be formulated, interpreted, and compared. He studied the class of 

1-neighborhood systems in which each element has one neighborhood. Hu et al. [13] 

generalized two rough set models, named δ neighborhood rough set and k-nearest-

neighbor rough set, for mixed numerical and categorical feature selection and reduction. 

A forward greedy mixed attribute reduction algorithm is constructed to find minimal 

subsets of features which can keep classification ability based on the proposed model. Y. 

Yu [14] introduced neighborhood rough set model into multi-label classification for 

automatic image annotation. They consider the uncertainty of the mapping from visual 

feature space to semantic concepts space. Experiments show that the proposed method 

achieves more promising performance in comparison with to some well-known multi-

label learning algorithms. 
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3. The Proposed Features Selection and Similarity Measurement 

Algorithm 

The paper introduces neighborhood rough set into image retrieval, including features 

selection and similarity quantization. In the following, we define several important 

concepts of neighborhood rough set, which are the theoretical basis of the proposed 

algorithm. Then, the optimal features are selected by utilizing the defined concepts of 

neighborhood rough set in order to complete the reduction process of sample attributes. 

At finally, the similarity measurement of the images according to the reduced features is 

explained in detail. 

 

3.1 Neighborhood Rough Set 

Formally, let universe , , ,IS U A V f   be the samples for image retrieval, where U 

is the finite and nonempty set of samples {x1, x2, …, xn} and xi (i = 1, ..., n ) is arbitrary 

image of the image database, n is the number of the images in the database. A denotes the 

nonempty set of attributes {a1, a2, …, aK}, i.e. the categories of the image features, and K 

is the number of the categories of the image features. Because the classification of the 

images is unknown before image retrieval, A is a set of condition attributions, and is not a 

decision attribute. V denotes the set of the values of the features, which is 
1 21 1 1

1 2 2{ ,..., } { ,..., }... { ,..., }kmm m

i k ka a a a a a
and mk is the dimension of the image features ak. 

The map function f shows the relationship :f U A V  .  

Neighborhood of xi is a subset of samples close to xi. In the application of the image 

retrieval, xi denotes an image, and neighborhood of xi is a subset of the images which 

features close to xi. Whatever, the first issue is to give a metric to compute the difference 

of the features between the images.  

Definition 1. A metric   is the distance function which describes the difference of the 

features between the image xi and xj : 
1/

1

( , ) ( , ) ( , )

p
K

p

i j i k j k

k

x x V x a V x a


 
   

 


                                        (1) 

Where ( , )i kV x a  denotes the value of feature ak of the image xi, and 
( , )j kV x a

denotes 

the value of feature ak of the image xj.  

The metric satisfies the following properties: 

Property 1: 1 2 1 2, , ( , ) 0x x U x x    ; if and only if, 1 2( , ) 0x x  . 

Property 2: 1 2 1 2 2 1, , ( , ) ( , )x x U x x x x     

Property 3: 1 2 3 1 3 1 2 2 3, , , ( , ) ( , ) ( , )x x x U x x x x x x      

Given a nonempty set X and a metric function , we say X is a metric space, denoted 

by ,X   . It is easy to show that  in the formula (1) satisfies the properties of a 

general metric function. With the presented metric function, we define the neighborhood 

of the images. 

Definition 2. Given an information table , , ,IS U A V f  and the metric  to 

describe the images, then the neighborhood δ of arbitrary image xi is defined as 

( ) { | , ( , ) , 0}A i j j i jx x x U x x      
                                               (2) 

( )A ix
is a subset of the images close to the image xi according to the features A, 

so
( )A ix

can also be called a neighborhood information granule induced by feature A and 
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image xi. The family of neighborhood information granules 
{ ( ) }A i ix x U 

forms a set of 

elemental concepts in the universe to approximate arbitrary subset of the samples space.  

Definition 3. Given the neighborhood information granules ( )A ix induced by the 

feature A and the image xi, and an arbitrary subset X of the samples set U, then with 

respect to neighborhood relation NA the lower and upper approximation of X is defined as 

{ | ( ) , }A i i iN X x x X x U  
                                                         (3) 

{ | ( ) , }A i i iN X x x X x U  
                                                         (4) 

Suppose B is the subset of the features set A, the neighborhood concepts have the 

following properties: 

Property 4: If 1 2B B A  , then 2 1
, ( ) ( )i B i B ix U x x   

. 

Property 5: If 1 2 ,B B A X U   and 1 1( )B x B X 
，then 2 2( )B x B X 

. 

Property 6: If 1 2 ,B B A X U   ，then 1 2B X B X
. 

 

3.2 Feature Selection Algorithm 

The image database is considered as the samples set and the image features are 

regarded as the attributes of the samples, we adopt the definitions and properties of 

neighborhood rough set to confirm approximation subset of each image. On that basis, the 

most effective features are selected. While the essence of feature selection is to complete 

the reduction process of sample attributes. 

In order to establish the measure standard of attribute reduction, the dependence of the 

image features is defined according to neighborhood rough set theory.  

Definition 4. Let B A  that is to say B is the subset of the features set A. X denotes a 

subset of the samples set U. BN X , BN X
are neighborhood upper and lower 

approximations of X based on B, respectively. The sample set U is the entire image 

database. Then the dependency degree of the image features B is defined as  

( )
( )

( )

BCard N X
r B

Card U


                                                                    (5) 

where ( )Card  is the cardinal number and denotes the number of the elements in the 

set. 

Features selection is a process of finding an optimal subset of features from the original 

features set. In Definition 4, the dependency degree function reflects the capability of 

features B to describe the image. If the dependency degree of features A equals the 

dependency degree of features B, i.e. ( ) ( )r A r B . Meanwhile, removing arbitrary 

element will depress the dependency degree of features B, i.e. ( ) ( ),r B b r B b B    . 

Obviously, B is the minimal subset of features A, which has the same describing 

capability as A. So B is the optimal subset of features A.  

According to Definition 4, the complete description of features selection is given in 

Algorithm 1. 
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Algorithm 1 Features Selection 

Input: Information table , , ,IS U A V f   and X denotes a subset of the images with the 

similarity contents in the database. 

Output: Reduction features set B. 

Step 1: Extract a set of image features A of each image in the database. 

Step 2: Initialize B  

Step 3: For each il A B   

Step 4: for
,i jx x U 

, compute the distance function   between xi and xj . 

Step 5: According the metric function, compute the neighborhood δ of the image xi. 

Step 6: Compute r(A) and 
( )ir B l

. 

Step 7: If 
( ) ( )ir B l r A

, then iB l B
. 

Step 8: Return B. 

Step 8: End if 

Step 9: End for 

Step 10: Output reduction features set B. 

 

3.3. Approach for Computing Image Similarity 

In CBIR, a very common technique is to use standard image databases with sets of 

different topics such as the Corel collection. When performing the image retrieval, users 

input a query image and find the most similar images by comparing with the images in the 

database. In fact, the similarity ratio of the images is measured by utilizing the similar 

relationship of the features between the query image and the sampled image in the 

database. According to algorithm 1, the optimal features have been selected from the 

extracted original features set. So how to quantify the similarity ratio of the images 

corresponding to the selected features becomes the key question of the image retrieval. 

The distance metric is the most frequently used quantization method [15-17]. The method 

is easy to be calculated and realized. However, the distance metric is regarded as the 

unique standard of similarity measurement so that it does not consider the uncertainty of 

the features in the similarity measurement.  

Neighborhood rough set theory extends the conventional similarity measurement in 

order to handle the ambiguous and imperfect information. By introducing the lower 

approximation and upper approximation of neighborhood rough set, our method obtains 

high predictive performance compared to a variety of complex methods while maintaining 

low computational complexity. The similarity ratio between the query image and the 

sampled image can be expressed through the following definition. 

Definition 5. Suppose Q denotes the query image, Si the arbitrary sampled image in the 

database, then the similarity ratio between Q and Si is defined as 

( , ) ( , ) (1 ) ( , )

( ) ( )
( , )

( ) ( )

( ) ( )
( , )

( ) ( )

i

i

i

i

i i i

B Q B S

i

B Q B S

B Q B S

i

B Q B S

Sim S Q Sim S Q Sim S Q

N X N X
Sim S Q

N X N X

N X N X
Sim S Q

N X N X

   





                                         (6) 

where ( )BN  and 
( )BN

 are the neighborhood upper and lower approximation based 

on the reduced features B, respectively. QX
denotes the subset of the samples set U, which 

includes the query image Q. Similarly iSX
denotes the subset of the samples set U, which 
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includes iS . α is the coefficient to adjust the contribution of the neighborhood upper and 

lower approximation, and the range of the value of α is [0,1]. 

In the image database G, Si and Sj are the arbitrary two images belong to G. Then the 

similarity ratio between Si and Sj conforms to the following properties: 

Property 7: 
( , ) ( , )i j j iSim g g Sim g g

. 

Property 8: ( , ) 1i iSim g g  . 

Property 9: 
0 ( , ) 1i jSim g g 

. 

According to Definition 5, the complete description of similarity measurement is given 

in Algorithm 2. 

 

Algorithm 2 Similarity Measurement 

Input: A query image Q from the image database G and n is the number of the images in 

G. 

Output: The most similar images to Q. 

Step 1: Extract the original features set A and take the reduced features set B according 

to algorithm 1. 

Step 2: ( )BN Q Q  and 
( )BN Q Q

 

Step 3: For i = 1: n  

Step 4: iS G  , ( )B i iN S S and 
( )B i iN S S

 

Step 5: Compute ( , )iSim S Q
 and 

( , )iSim S Q
 

Step 6: Compute ( , )iSim S Q
 according to ( , )iSim S Q

 and ( , )iSim S Q
 

Step 7: End for 

Step 8: Rank ( , )iSim S Q 
 take the order of all the similarity ratios between the query 

image and any sampled image. The smaller the number that belongs to the 

image is, the higher the similarity of the sampled image. 

Step 9: Select the most similar images to Q by the order of the similarity ratios. 

 

4. Experimental Results 

In this section we provide the details of our experiments which evaluate the 

performance of the proposed methods. The color image retrieval systems have been 

implemented in MATLAB 2012 on a Core i5 (8 GHz) PC. 

 

4.1. Data Sets 

To check the retrieval efficiency of proposed method, we have tested the performance 

with a general purpose image database that consists of 10,000 images of 100 categories 

from the Corel Image Gallery [18]. Corel images have been widely used by the image 

processing and CBIR research communities. They cover a variety of topics, such as 

“bus”, “food”, “sunset”, “elephant”, “flower”, etc; each image is scaled to a 240*240 

pixel size.  

We extract a set of image features A of each image by four kinds of features, including 

Fuzzy linking color histogram, location histogram, SIFT histogram and DOG texture 

histogram.  

We compute a 64-dimensional Fuzzy linking color histogram created by a fuzzy 

inference system, and a 36-dimensional location histogram by quantizing the image 

locations into a 6×6 grid. We extract 256-dimension SIFT histogram of four scales using 

the LLC algorithm. In additional, the 30-dimensional texture histogram is extracted by the 
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oriented DOG filters. We thus obtain a 386-dimensional (64+36+256+30) feature vector 

Ai for each image in the database Si.  

 

4.2. Performance Measures 

The most common evaluation measures used in the image retrieval are precision and 

recall, which is showed as the following equations:  

Precision = Similar retrieved/Total retrieved                                           (7) 

Recall = Similar retrieved/Similar exist                                               (8) 

Firstly, we empirically study the impact of parameter α based on the image database. 

Figure 1 and Figure 2 show that the values of the average precision and the average recall 

change along with the change of parameter α. Obviously, the performance is relatively 

stable when the parameter α change to a certain range, such as 0.2< α < 0.5.  
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Figure 1. Precision Varies with α 
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Figure 2. Recall Varies with α 

In order to intuitively illustrate the performance of the proposed algorithm, we 

stochastically the images as the query images from the Corel image database to achieve 

the retrieval results. Figure 3 shows the image retrieval results using the conventional 

similarity measurement and the proposed approach respectively. The image at the top of 

left-hand corner is the query image; the 10 images are the retrieval results that are the 

most 10 first similar to the query image. For the proposed approach, we set the weighting 

parameter in the experiment, i.e. α = 0.35. 
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(a) The Conventional Similarity Measurement 

 

(b) The Proposed Algorithm 

Figure 3. The Image Retrieval Results (Elephant) 

In order to further confirm the validity of the proposed algorithm, we randomly 

selected 10 kinds to form the test image database, which contains total 1000 images. The 

10 class includes bus, elephant, flower, building, horse, people, beach, scenery, bird and 

food. Each kind is extracted 10 images, and each time returns the first 20 most similar 

images as retrieval results. To each kind of images, the average precision, the average 

recall, and the average retrieval time of 10 times query results are calculated. These values 

are taken as the retrieval performance standard of the algorithm. The proposed method is 

compared with the other two methods. Method 1 [19] created the histogram of HIS color 

space that approximates the way of humans perceive color. The histogram consists of 20 

bins, 16 for hue and 4 for intensity by selecting only H and I elements. Method 2 [20] 

adopted color histogram, texture and moment invariants to generate the image retrieval 

method so that the produced results which are highly relevant to the content of the query 

image. The comparisons of three methods are shown in Figures 4-6. 
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Figure 4. The Average Precision 
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Figure 5. The Average Recall 
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Figure 6.The Average Retrieval Time 

Experimental results show that the proposed method performs best on more evaluation 

measures than the other methods. The reason for its good performance is that by 

introducing the upper and lower approximation of neighborhood rough set to find 

minimal reductions that is the optimal subset of the image features. It can increase the 

computation efficiency of the image retrieval. Furthermore, the similarity measurement 

through the neighborhood approximation concepts takes advantage of the features 

information in order to improve the classification capability of the image retrieval. So the 

proposed image retrieval method is more accurate and efficient in retrieving the interested 

images.  
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5. Conclusion 

The paper presented a method for using neighborhood rough set to achieve the reliable 

similar images to the query image. By introducing the upper approximation and lower 

approximation of neighborhood rough set, the proposed retrieval algorithm obtains better 

predictive performance than any other method while maintaining low retrieval time. Our 

future work is to research the more effective measurement of the similarity among the 

images.  
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