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Abstract 

The vigorous increase in the applicability of services through Cloud Computing has 

brought up major concern about management of a large number of servers supporting 

virtualization consuming high power. In respect of this, Server Consolidation approach 

leads to the reduction of these multiple numbers of servers into a very small count without 

any compromise in Quality of Service (QoS). Server consolidation manages the servers 

without degrading the services offered which needs to be revised timely in order to cope 

up with present high growth technological scenario. The paper considers the optimized 

server consolidation problem and proposes a Dynamic Server Allocation Problem 

(DSAP) model in contrast to Static Server Allocation Problem available in literature. The 

DSAP can afford the dynamic requests along with the ability to support parallelism. 
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1. Introduction 

The immense development in computation has limelighted the advanced form of 

computation as Cloud Computing. Cloud computing (or cloud for short) is a compelling 

technology [1-2]. In the morphological terms, cloud computing is the smart way of 

utilizing the computation and storage facilities at large scale on the on-demand basis 

where the user use the desired resources and/or storage elastically according to the 

requirement. According to National Institute of Standards and Technology (NIST), cloud 

computing is defined as a model for enabling convenient, on-demand network access to a 

shared pool of conFigureurable computing resources that can be rapidly provisioned and 

released with minimal management effort or service provider interaction [3]. The services 

offered by cloud according to NIST are shown in Figure 1. 

The success of cloud computing is by using Virtualization, where multiple instances of 

Virtual Machine (VM) run on the same physical hardware [4-6], allowing multiple tasks 

to be accomplished simultaneously. The involvement of virtualization enlightens the 

capabilities of Cloud Computing serving an ample number of user requests, performing 

large computations. 

Large computation demands large number of service-offering servers and their 

maintenance. Moreover, management and deployment of these servers require  high 

capital investment despite the presence of virtualization as backbone. Hence, provisioning 

of actively running servers is required such that every server at a workstation run to its 

maximum threshold leading to the reduction in the total count of active servers 

comparatively, without affecting the incoming requests. This brings into the concept of 

Server Consolidation in Cloud Computing. Server Consolidation thus can be understood 

as the management of under-utilized as well as over-utilized servers such that each server 

is utilized optimally. Consolidation improves the flexibility, agility, and adaptability to 

the fluctuating resource demands [7].  
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Figure 1. Cloud Services 

Relating to the objective of consolidation and work done in consolidation, the paper 

proposes a novel mathematical model through which consolidation is expected to be 

achieved more effectively. The succeeding sections are as follows: Section 2 is a brief 

discussion about server consolidation, Section 3 throws light about the research done in 

consolidation so far, Section 4 is the explanation of the proposed model along with the 

assumption made, and Section 5 finally is the conclusion. 

 

2. Server Consolidation 

Server consolidation is an approach to the efficient usage of (physical) servers in order 

to reduce the total number of servers that an organization requires [8]. The approach can 

be well understood as the reduction in a total number of running servers intelligently such 

that no ongoing computation process gets affected. Consolidation means placing different 

jobs on the same physical machine that gets executed based on some scheduling policy 

[9-10]. It also defines reduction in the number of virtual servers running on a physical 

host. Consolidation can save management costs because it is much easier to manage a 

small number of machines than a large number of machines [7]. The main motive behind 

consolidation is to improve the utilization of each server aiding to effective computational 

cost and Quality of Service (QoS). There are two common aspects considered for 

consolidation viz. under-utilization and over-utilization. Under-utilized servers are those 

servers which lack computational workload and are continuously consuming resources 

resulting in server sprawl. Server sprawl is a situation in which multiple underutilized 

servers occupies more space and consume more resources that can be justified by their 

workload [1]. Over-utilized servers are those which are excessively loaded. As the 

average usages of many servers are low, then there is wastage of resources, and requires 

more staff to manage a large number of heterogeneous servers, thereby increases the total 

maintenance cost of the network [11]. Hence, every under-utilized and over-utilized 

server is made to share their workload such that all of the running servers reach to their 

threshold utilization provided no resource is left unused.  

Server consolidation is a common method for energy optimization in cloud computing 

[12]. The server consolidation thus introduces the concept of VM Migration in cloud 

computing. The VM migration is roughly a load balancing criteria through which 

consolidation is ultimately achieved. As the live migration technology is widely used in 

the modern cloud computing data center, live migration of multiple virtual machines 

becomes more and more frequent [13]. The VM migration process involves selection of 
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underutilized and/or over-utilized servers and thereafter sharing their workloads to servers 

capable of holding. Figure 2 shows the consolidation scenario. 

 

 

Figure 2. Server Consolidation Scenario in Cloud 

 

3. Related Work 

To reduce power consumption of data centers is an important issue, since cloud 

computing is becoming increasingly popular, and more data centers will be built [12]. The 

section explores the work performed so far to achieve an ideal level of server 

consolidation. Many magnificent types of research have been contributed confirming the 

consolidation attained to a remarkable value. The various profound consolidation schemes 

analyzed or proposed by the researchers may be categorized into three types:  

 

3.1. Nature-inspired  

In nature-inspired [4,14] the authors have performed a deep study on the behavior of 

various nature instances such as Swarm V-formation and Honeybee Hive formation. The 

authors have tried to learn the manner, these nature beings coordinate among each other 

such that the energy is conserved. Assuming the nature beings and their behavior to the 

Cloud scenario, the beings are considered as the servers or data centers and their behavior 

is imitated as the behavior which these Cloud servers would adopt to conserve energy. 

Hence, according to the way the nature beings coordinate their work, the data centers in 

Clouds are categorized into active servers, fully loaded active servers, idle servers, and 

power down servers. In the literature, it was found that managing the servers into these 

classes allow the easier assessment of how the energy can be conserved.  

 



International Journal of Multimedia and Ubiquitous Engineering 

Vol.12, No.1 (2017) 

 

 

218   Copyright ⓒ 2017 SERSC 

3.2. Parameter-based  

In parameter-based [15, 11, 16, 12, 7, 17, 9, 18] the authors have focused on certain 

evaluation parameter viz. memory, CPU requirement. A parameter is pre-decided and 

based on this parameter the authors have proposed algorithms for the same. The purpose 

of this parameter is to determine the most appropriate server to which an incoming 

workload can be allotted. These parameters are formally based on NP-hard bin-packing 

problem such as best-fit, first-fit and heaviest-fit server finding.  

 

3.3. Cost-based or Performance-based  

In cost-based or performance-based [19, 13, 20-24] the authors consider a particular 

aspect while performing the computation in Cloud in order to minimize the cost of 

migration, CPU or disk usage or input/output events. They contributed to the 

consolidation with limiting these aspects, resulting in high performance leading to 

increased number of requests completed without violating the Service Level Agreement 

(SLA).  

Although there are many significant contributions but still the need for improvement is 

encountered where higher consolidation is urged. The next section illustrates the 

mathematical model for expanding the consolidation to a greater level.  

 

4. Proposed Dynamic Model 

Keeping in view, the Static Server Allocation Problem (SSAP) discussed in [8], the 

paper introduces a Dynamic Server Allocation Problem (DSAP) with different level of 

servers. DSAP in contrast to SSAP considers real time/dynamic scenario for addressing 

the server allocation problem. The proposed model models the static scenario of SSAP to 

dynamic. The DSAP keeps control on the running servers according to their current 

capacities by categorizing the servers into low-end, medium-end, and high-end running 

servers. The model considers that there are k number of servers running and according to 

their current utilization and residual capacity they are considered to fall under j (from 1 to 

3) type of servers. The service i among m servers is allotted to a server kj if the server is 

able to afford its workload and comprises of r resource(s) requested from the available R 

resources. The scenario is kept dynamic as there are changes in the functioning after every 

job computation. Hence, it is supposed that managing in this manner will provide 

optimized cost for server consolidation performed. The optimization of server 

consolidation problem is depicted through the schematic diagram, Figure 3.  
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Figure 3. Schematic Diagram 

In view to the schematic flow and to make more realistic cost optimization problem, 

DSAP considers following assumptions: 

1. There are three levels of servers with respect to their computational ability. 

2. The running cost of the server is defined in terms of fixed and variable components 

at each server level. 

                                                          (1) 

where, Cji is the cost function with fixed component Cji0and variable component Cji.t, 

and t is the time of utilization of a server. 

3. The cost is dependent on the time t for which a server gets utilized. 

4. The jobs execution in the model is expected to support parallel task performance. 

On the basis of these assumptions and considering the dynamic environment, the 

objective function for DSAP is formulated as: 

                                                     (2) 

where,  is the cost, nj is the number of servers in jth category (nj varies from 0 to 

kj), and Yji is the indication that server j is assigned with service i. 

The function attempts to minimize the total cost of allocation problem, such that that 

each request is allocated required resources and no active server is left unallocated.  With 

respect to this, the objective function is followed such that 

                                                  (3) 

                                       (4) 
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where, uir defines the units of resources required by a service and sjr defines the 

resource capacity of the server and 

 
It is ensured that objective function aims at minimizing the server costs such that each 

service is assigned only once for execution and the server capacity does not exceed 

because of multiple workloads from multiple jobs. 

Motivated from the work in [8], the DSAP can be extended by imposing certain 

constraint so that cost optimization is attained effectively. These constraints are: 

1. Maximum number of service constraint: It is expected that maximum number (mk) 

of services allocated to a server should be restrictive such that administrative time, 

effort in server failure event, etc are limited. 

                                                         (5) 

2. Separation constraint: There may be few services which need to be allocated to 

different servers for the purpose of security or for some technical reasons. 

                                                           (6) 

where, S is a subset of services allotted to servers following separation constraint. 

3. Combination constraint: It is preferred that all the services (denoted by e) in subset 

S should be allotted to the same server as there is increased inter-application 

communication or the operating system requirements remain same thereafter also. 

                                 (7) 

4. Technical constraint and Pre assignment constraint: There may be service which 

requires particular server attribute (represented by a subset of servers, K pertaining 

this attribute) hence it is recommended that only one server from R is allotted to 

the service. Also, if , then the case is supposed to be of pre assignment 

constraint. 

                                                           (8) 

 

5. Experimentation and Results 

The experimentation has been performed in cloud scenario with 50 servers running. It 

is assumed that the servers are capable of addressing the incoming tasks. It is also made 

sure that each task is allocated to only one server such that no server is left idle. The 

servers are made to run in idle state initially to estimate the initial cost and thereafter are 

allotted tasks adding some additional cost. The analysis has been performed for two cases.  

Case1 offers random allocation of tasks where the servers with their initial running cost 

are made to execute the incoming tasks in First Come First Serve (FCFS) manner. This 

leads to the cases where less initial cost servers are allotted task with less cost or vice 

versa. Here, it is to be noticed that this strategy of allocation can lead to under-utilization 

as well as over-utilization conditions. Hence, Case2 based on the proposed work restricts 

the under/over utilization conditions. The tasks allocation with categorization of servers 

(high-end, medium-end, low-end) makes the servers address a task with minimum total 

cost.  

Figure 4 and Figure 5 show the variation in the cost of servers at initial state with the 

cost of execution of task for both cases. 
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Figure 4. Cost Comparison for Case1 

 

Figure 5. Cost comparison for Case2 

Figure 6 shows the comparison of the total cost for the two cases. It is observed that the 

total cost for Case1 is higher in comparison to Case2. Keeping the servers run task with 

less cost makes the server consume less execution cost. Hence Case2 excels Case1 where 

total cost for Case2 is more linear than Case1. 

 

 

Figure 6. Cost Comparison for Case 1 and Case2 

6. Conclusion 
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Following the work of static cost optimization, the paper proposes the new dynamic 

cost optimization problem, DSAP for server consolidation. The problem analyzing the 

realistic scenario defines the objective function for server consolidation. The 

categorization of servers according to their workload ability is assumed to provide faster 

handling of computation requests. It is expected that the different constraints and dynamic 

behavior offers a higher cost optimization approach in cloud computing. In addition, the 

dynamic environment ensures the possibility of affording parallelism. The experimental 

analysis proves the optimization by providing less cost of execution for active servers. 
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