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Abstract ’
Collaborative filtering recommendation is one of the most effective r r?idmg
techniques, which provide customers with suggestions according to thei rests
However, neighborhood based collaborative filtering methods confro aIIenges
of data sparsity and lack of accessorial informatlon in the %xt of bi . To address
these problems, we propose a hybrid model combin 0 mat neighborhood
based collaborative filtering. A folksonomy netw el b |nformat|on is
proposed to analyze the tag relevance between rent ite d tag relevance is
incorporated into rating prediction of nelg ood ha ollaborative filtering for
improving the recommendation accuracy ents on@eLens and Netflix datasets

are carried out to evaluate the perfor of our . The results show that our
method outperforms other methods a@ impr, mending quality effectively.

Keywords: Collaborative filte ; Nelg rhood based model; Tag; Personalized
recommendation

1. Introductlon

For decades, th on| ce (e-commerce) has been regarded as an essential
way of cond C smess erce has made a great quantity of new products,
services a a d co more available. E-commerce also brought an increasing

number of omers,
lead to “informatio

s and huge amount of relevant information. These issues
ad”, which makes it very difficult to provide customers with
recommendation alyzing their interests. The need for solving the information
overload prob@ﬁs led to the prevalence of personalized recommendation [1].
Recommender Systems (RSs) are the most successful application of personalized
recomm thﬂ which receive information from users about items that they are
interest , and then recommend to them items that may fit their needs [2].
T ore of recommender systems relies on well-known algorithms, collaborative
(CF) [3], where there are two primary approaches, neighborhood based model
( ) and latent factor model (LFM). NBM is dependent on the availability of user
ratings information, and product recommendations to a target user based on the
relationship between their active neighbors, without relying on any information about the
items themselves other than their ratings [4]. By contrast, LFM transforms both items and
users into the same latent factor space, and then characterizes each entity with a feature
vector inferred from the existing ratings. In LFM, the predictions ratings are denoted by
the inner product of the corresponding vector pairs. Therefore, NBM based CF has an
advantage in situations where it is hard to analyze the different aspects of the data, such as
music, videos and other digital products or services. Therefore, NBM based CF has been
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developed over decades and widely applied in many recommender systems and Internet-
related fields, such as Amazon, Netflix, and Yahoo.

Despite its advances, NBM based CF suffers from several problems, such as data
sparsity and cold start problem. Data sparsity is common for the user-item ratings matrix
to be extremely sparse. It makes NBM based CF difficult to identify similar users and
items, and produce accurate predictions or recommendations due to the lack of ratings. To
solve the problem of data sparsity, many different dimensionality reduction approaches
have been proposed, such as singular value decomposition (SVD) and principle
component analysis (PCA) [4]. However, useful information for recommendations related
to those approaches may get lost and recommendation quality may be degraded, when
certain users or items are discarded [5].

The data sparsity appears when a new user or item has just entered the system. This
problem can be divided into cold-start items and cold-start users. A cold-start user
describes a new user that joins a CF-based recommender system and has presented fewe
opinions. With this situation, the system is generally unable to make hi %y
recommendations [6]. New items cannot be recommended until so tes it.
Although attribute-aware method [5] takes into account |tem ttrlbutes @ efined
by domain experts. It is limited to the attribute vocabula ributes are
essentially not helpful to generate personalized recomm

To address these problems, a hybrid recg |on mtegratlng tag
information with NBM is proposed in this paper! allow comment content
with descriptive keywords, and tags usually rs pref& s and opinions about
items. The proposed approach first deter rr%smllarl between items tags and
subsequently identifies the tags relevanee @ h item ermore the tags relevance

is integrated into the similarity calcul 3\ a@edlctlon for the advance of the

recommendation quality.

2. Background Rewemqg .\%
2.1. Collaborative Filte Q

datlon ed on the data that store how users rated items [3].
ﬁl first to search for users who have rated the same or

he procedure of CF can be stated as follows.
It is assumed thatfUs{tili=1,2,...,m} is a set of m users and I={lj|j=1,2,...,n} is a set of

n distinct items. 3¢t of user ratings is denoted by R={(u;, I))jui€ U, I;€1 } which is a
mxn matrix, as n in equation (1)

S ify, rated I
R:(ru. |.) ’ ru. = .
O W ma B G ifu, not rated W

Q ry, 1S the rating of the item | by user u, which indicates the user’s preference for
%ent items. Usually, r,, is equal to a real number denoted by S (S#£@). When r=0, it
eans that user u; does not rate a certain item I;.
After the data preparation, CF needs to select a similarity function to measure how
similar two users are. Two of the most well-known similarity measures are Cosine-based
similarity and Pearson correlation coefficient [1] defined in equations (2) and (3).

Z rui,l ’ r-uj,l

iel (u;,uj)

\/ Z ruivlz'\/ Z ru,-,l2

iel (u;,uj) iel (u,u;)

SimCosine (Ii’ Ij)z

O]
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z (rui,l _Fui )(ruj,l _ruj)

iel (uj,uj)

\/ N —I’ ) \/ __u )2
iel (uy; u) el (y; u) (3)

where ry, is the rating of item | by user u; T is mean rating of user u, and I(u; ,u;)
represents the items co-rated by users u; and y;

Once similarity calculation has been done, prediction of a rating of an item I; by user u;
can be obtained for conventional CF methods [5], as shown in the following equation (4).

PR(u,1)=T, +hb, +b,
(1) =% +h + @

SiMyee (1,1;) =

2.2. Related Works

The traditional CF approaches predict the rating of items for target users only based
the user-item rating matrix. Although CF is a very successful recommending te v,
there are still some potential problems:

X g

(1) With the rapid development of mobile commerce and -comme t gnitudes
of users, commaodities and services grow rapidly, Wh11 ratln@j\atlon is of
insufficiency. This resulted in extreme sparsity of user d

(2) Cold start problem usually causes bad per. e on rgw and new items

because there is few or no rating for them. It is cant a& enging for existing

methods to deal with the increment of new use ems.
To solve the sparsity problem, Deng [8] 0 F@lthm based on item rating
prediction (ErrR-CF), which takes use W easure to find target users’

neighbors for better prediction result esented a CF recommendation
methodology based on both |mpI|C| s an |t|ous ordinal scales to enhance
the quality of collaborative dation. nd and Bharadwaj [10] proposed
various sparsity measure s al and global similarities for achieving
quality predictions. Many other esea ployed different dimensionality reduction
approaches to produce ate pre s, such as SVD, PCA and LDA. However,
many useful mforma I reco tlons related to those approaches may get lost
and recommendat I|ty raded when certain users or items are discarded
Due to the rt probl ng et al [4] utilized association rules to integrate
domain it rmatio o traditional CF, and introduced a preference model to
comprise u m rela%s and item-item relationships. Ahn [11] applied a heuristic
similarity measure that focuses on improving the recommendation performance

under the cold-s itions. Kim et al [12] designed an error-reflected model derived
from explicit r@(or the accurate predictions. Shinde and Kulkarni [13] introduced a
novel centegin hing-based clustering algorithm (CBBC) to overcome information
overload’%better rating prediction. Deng and Jin [14] employ user access sequence for

similari asurement to search target users nearest neighborhoods and reduce the

i a@ cold start problem on prediction quality
% e previous researches have made several improvements on traditional CF
i

ithms, and they partially reduced the effect of data sparsity on the rating prediction.
These previous researches have made several improvements on conventional CF
algorithms, and they partially reduced the effect of data sparsity on the rating prediction.
However, it is assumed in most existing CF approaches that all items have the same
weight to rating data when measuring similarity, and items attributes are essentially not
helpful to generate similarity [15]. This results in a lower accuracy of prediction results,
so the quality recommendation is reduced
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3. Hybrid NBM Model Based on Tag

The proposed hybrid recommendation model is composed of two phases: the first
phase constructs folksonomy network to analyze the tag relevance between items by using
tag information; the second phase incorporates folksonomy information into conventional
similarity calculation for enhancing the prediction. At last, the recommendations are made
by computing the weighted average of the rating of items.

3.1. Folksonomy Network Model

Tagging technique is popularized by websites associated with Web 2.0. Tagging is the
only feasible way to organize multimedia data structured and to make it searchable. And
tags can be freely chosen by a user and are not restricted to any taxonomy [16].

With the advent of tagging technique, users are enabled to share opinions on various
types of internet resources using arbitrary tags according to their tastes [17]. ThoSe tags

created by users can represent item relevance and user preference, which could e
to enhance the recommendation quality [18]. In consequence a folkso etwork
model (FNM) based on tag information is constructed to analyze the ite nce, and
then FNM s integrated into the NBM-based CF for mo@ ate rating
prediction.

In the FNM, three kinds of item relevance desgri tag are ed strong link,

medium link and weak link. \b
(1) Strong link: if two items are a55|gne ame/similar tag y the same user, the
corresponding tag link is a strong I|n
(2) Medium link: if two items are asgi same/mmh ags by different users, the
corresponding tag link is a medl
(3) Weak link: if two items ar gned%{ ar tags by the same user, the

corresponding tag link ia link
To illustrate a simple exaq%-‘ ce ty tag links, two users’ tag assignments on
re 1

five items are shown in

user, &’ ﬁﬁn tags user tag index

\\ h ) I’T1 :Action
Q i

i To:Adventure

1

i

] 1

¢ Kung Fu } i Ta:War i

Slrongllnk ‘ Hustle ! T4:Comedy !
1

1

Medlum Ilnk > T The Matrix E Ts:Cartoon i
Revolutions '\'.iié'éi{'l}'rik i T;:Drama |

1

1

i

1

1

i

1

1

O | Ts:Crime

w ki k T,
o, TSci
Bel The imitation ‘ “"“ Mark ! To:Chinese

/ | T1o:British
\ / i T41:Britain
N\ // R !
~ /
~

Figure 1. An Example of Tag Links

In Figure 1, there are weak tag links between each pair of items inside items tagged by
user Mark, such as T,(Comedy) & Ts(Crime), T4,(Comedy) & T,(Drama) and T¢(Crime)
& Ts(Drama). The item "The Imitation Game" is tagged by user Bell with the 'Britain’,
and the item "Mr. Holmes" is tagged by user Mark with 'British’, these two words are very
similar, so there is a medium tagging link between "The Imitation Game" and "Mr.
Holmes". The items "Kung Fu Panda 2" and "Kung Fu Hustle" are both tagged with
‘Action’ by user Mark, so there is a strong link between them.
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After the definition of tag links, a weight measurement should be selected to describe
the importance of each tag link. In this paper, the weight on a tag link is considered from
two aspects: the tag similarity and the tag link category. For tag similarity, because the
formats of tags in folksonomy are usually arbitrary, each pair of tags can be simply
regarded as word sets. And tag similarity (TS) between tagged item I; and I; can be
calculated by using the Jaccard similarity, as shown in in equation (5).

TS(1,1;) =Simyg (1., 1,) =[T, NT,|/T, UT,|

(5)
where Ty, and T, denote the tags belonging to item I; and I, respectively.

Then, the occurrence probability of three tagging link categories is considered as an
adjusting coefficient, which is introduced into the weight calculation. Therefore, the
occurrence probability of strong link, medium link and weak link are denoted by Ps, Py,
and P, respectively. So the tag relevance (TR) between tagged items i and j can be
computed in equation (6).

TR(1,1;)=P™*- 218, (1, 1;)+ P, - TS, (1,,1;)+R,™* - ?y

P.= N/N P,=N,/N, P_NW/N ©)
where TS, denotes the tag similarity of tags pair W|t I|n otes the tag

similarity of tag pair with medium link. Because ther&\is'no comp between a tag
pair with weak links, a constant & with the minima of th |Iar|t|es is applied

to restrict the importance of the weak links; Ng, N, “arfd N, re y denote the count
numbers of the strong, medium and weak Iink?olksono ta and N = Ng+Npy+Ny.
Then, the folksonomy network model is defi ased on tag relevance. A
folksonomy network (FN) is an undir elgh d h. Each node in FN denotes a
specified item and the weight h e e tag relevance between the
corresponding two items. For, ié&e a sim NM is constructed based on the

d uwr@k shown in Figure 1, as shown in Figure

folksonomy data between u%
2.
N ”ﬁ—/o

.23 6.23 I;: Kung Fu Panda 2

I>: Kung Fu Hustle

0.35 I3: The Matrix Revolutions
I4: Star Trek

.35 0.45 Is: The Imitation Game
1.21 \<9
O Figure 2. An Example of FNM

Apparently, the FNM in Figure 2 can also be depicted as an adjacency matrix denoted
by TR, as shown in Table 1.
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Table 1. Tag Relevance in the Example FNM

I P I3 I I

I1 --- 6.23 6.23 0.35 0.45
I, 6.23 --- 1.02 --- 0.35
I3 6.23 1.02 --- 0.45 ---
4 0.35 --- 0.45 --- 1.21
I 0.45 0.35 --- 1.21 ---

3.2. Model Integration

After the constriction of FNM, the folksonomy information F is integrated into the
rating prediction process proposed by Koren [19], as shown in equatlon (7)

A\
PR(ui,I)=Ei+bu+bi+';(:)wlj(r _buj) z @v
R(u) NL’N @

where 4 s the overall average rating; b, and d deviations of

user u and item i, respectively; wj and Ci denote elevan t of items and the

implicit user preference bias, respectively; R( st e item ch contains ratings by
atén

u, and N(u) contains all items with implicit provm u; a is a constant with an
usual set at 0.5, which controls the e norm parameter controlling the

extent of normalization.

In equation (7), the item-oriented % mtersge can be marked by E, as shown in
equation (8). And the rating e equatl be reduced to another equation as
shown in equation (9).

Q\ Q( )=F, +b, +b +E+F ©)
Because@atlng ﬁ the folksonomy data are parallel data sources, there must

be a coefficient to the importance of E and F. In this paper, a coefficient £ is

DG (ruj b, )

i keN(u)

wf N ®

introduced in equ ) as shown in equation (10)
:u_+b +b + BE+(1-B)F (10)
With ideration on the FNM, three factors are utilized in the F calculation process
for prediceion:(1) the item set tagged by user u, T,(u), which indicates the active user’s

erence; (2) the item set having tag relevance with item i, T,(i), which contains
connected to the tagged item;(3) the tag relevance TR(l; ;) between item i and
. Therefore, the folksonomy information F can be computed in following equation

(1

Z TR(Ii’Ii)(rU; _buj) Z C‘k(r“i _b“i)
_ Jen() n KeTp(u)
T, (I )|a |Tp (u) (11)

Thus, equation (9) can be transformed to another equation as shown in equation (12).

282 Copyright © 2016 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol.11, No.9 (2016)

PR(uI I)=F, +b, +b + BE+(1- B)F
( ) e )Cik (ruj _buj)
= 4 -
|R ) N (u)
Z TR( . J)( —bu,.) > cik(ruj —buj)
E— jeTo( +keTp(u)

a

T () T, (u)

(12)

4. Experiments and Results

In this section, a numerical experiment is designed to test and evaluate T-NBM. The,
experiment on three real-world datasets is carried out on a computer with Inte
3.2GHz CPU, 16GB RAM and Windows 2003 operation system. And the othel!%ev CF
algorithms are used as the benchmarks in this experiment.

2
4.1. Experiment Design \*

All the experiments are carried out on two regl atas ts}bvompleteness and
generalization of results, as shown in Table.2. Three da g@&e publicly open for
research purpose and provided by Group Research up at University of
Minnesota. The sizes of the three datasets églven ?e 2. MovielLens datasets
provide ratings on movies in the scale of and t;\a s are labeled arbitrarily by
users.

For all the experiments, all datas %rand h\ ded into two groups: 80% of the
data is used as a training s f the d K sed as a test set. In the other word,
80% of the users are uhl%mO e rafe for similarity calculation, and actual
recommendation is conduct rIy, 80% of the movies are used for
similarity calculation, w 0% are recommended to users.

&haracm&tics of Two Movielens Datasets

r  movie rating tag sparsity
71567 10681 10M 95580 1.31%
138493 27278 20M 465564 0.53%

In order to @ae the performance of our approach, the following metrics are
selected: Mean olute Error (MAE) and Root Mean Square Error (RMSE).

(1) MAg s, the most widely used metric for measuring the deviation of predictions
generat he recommender system from the user rating. The lower MAE is, the better
pred@ erformance is. It is defined in equatlon (13).

ZIP Q|

MAE = ———
(13)

where P; is the rating prediction, Q; is corresponding real rating and N is the number of
user rating in rating matrix.

(2) RMSE is a statistical accuracy metric representing the accuracy of predicted rating,
an important metric for customers (The lower the better). RMSE is defined in equation
(14).
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(14)
where P; is the rating prediction, Q; is corresponding real rating and N is the number of
user rating in rating matrix.

To compare the performance of our algorithm, three other typical CF algorithms are
implemented: an item-based CF algorithm proposed by Sarwar and et al (denoted by
KNN-CF) [2], an item-based CF approach based on item rating prediction (ErrR-CF) [8],
and a tag-based CF method named L2R-CF[20]. KNN-CF applies Cosine-based similarity
to predict rating; ErrR-CF employs Cosine-based similarity to perform rating prediction;
and L2R-CF utilizes rating deviation to predict user rating. Our proposed T-NBM is
evaluated by comparing with the three benchmark algorithms with the parameters « and g

both set at 0.5. \/.
The experimental results from four algorithms on Moqu-lm\/l@@/iemns-

4.2. Experimental Results

20M are respectively shown in Figures 3~6. \
| O
BKNN-CF  @ErnR-CF -CF' OT-NBM
7 g
038 é %
% 7z |
72 | 7 7
0.6 g g é = g
‘B R 1M hk
7 | 7 |
21l || @ m
in 11
mna me

80 k 100 120 140 160

values of K
respectively, Théwalue of RMSA of T-NBM is only 82.92%, 89.61% and 98.43% of that
of KNN-%*EUR-CF and L2R-CF, respectively. We can find that T-NBM outperforms
KNN- rfR-CF and L2R-CF. The result means that T-NBM has the minimum MAE

%@e ens-10M.
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B KNN-CF ErrR-CF OL2R-CF OT-NBM

160

Figure 4. Comparisons of Four Algorithms’ Maes on Movielens-
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In Figure 4, the T-NBM’s minimal MAE value on MovieLens-20M is @ nd the

MAE values of KNN-CF, ErrR-CF and L2R-CF are 0 \0.7419, @. d 0.717,
respectively. Similar to results in Figure4, The value SA of T:NMBM is about
85.46%, 96.64% and 99.73% of that of KNN-CF, nd LZT;\—?espectively. We
can find that T-NBM outperforms KNN-CF, ErrR@v L2 The result means that

T-NBM has the minimum MAE on MovielLens-10M®

P

*

AN “
\I@ﬁ-CF REF‘DL

2R-CF @T-NBM
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0.8 .4” - / - ’/’ ] I —
g c g i ,/é: | . | = =
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Figure 5. arisons of Four Algorithms’ RMSEs on MovieLens-10M

minima E of four algorithms are 0.8847, 0.8499, 0.7705 and 0.7662, respectively.
R s lower RMSE values than KNN-CF and ErrR-CF, which benefits from tag
tion in MovieLens-10M. The minimal RMSE of T-NBM is 0.1185, 0.0837 and
08043 lower than that of KNN-CF, ErrR-CF and L2R-CF, respectively. It is clear that T-
NBM possesses the minimum values of RMSE on MovieLens-10M.

In Fii:&,RMSE values of four algorithms under MovieLens-10M are shown. The
a
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B KNN-CF #ErrR-CF OL2R-CF @ T-NBM

RMSE

B R R R Y

40 60 80 100 120 140 160

k *

Figure 6. Comparisons of Four Algorithms’ Rmses on Movielens%\'/

In Figure 6, the RMSE of four algorithms on MovieLeps-10M a ted. The
minimal RMSE of four algorithms are 0.9031, 0.8547, and 0. espectively.
Similar to results in Figure5, T-NBM has lowest RM% ldes w of KNN-CF,
ErrR-CF and L2R-CF, which benefits from tagm tion 49 MowieLens-10M. The
minimal RMSE of T-NBM is 0.1139, 0.0655 an 53 on&bﬁ that of KNN-CF,
ErrR-CF and L2R-CF, respectively. It is clear T-NB sesses the minimum values
of RMSE on MovieLens-20M. * %

From Figures 3 to 6, it is clear that t?\@)osed I%! has the minimum values of
MAE and RMSE on two different @ S cC @)With other three CF methods.
Therefore, our T-NBM outperfor h& other k ypical CF approaches, and it can
ec

effectively improve the quality ©f orati\% mendation.
*

5. Conclusions \

This paper preseﬁtﬁ\ roved (;ﬁvorative filtering method T-NBM to enhance the
prediction quality\ax laboratiyé~egommendation. T-NBM employs tag information to
build a FNM obt@aig“ag releva @ between item pairs, and integrates tag relevance with
NBM bas orativefjltering for improving the recommendation accuracy. The
experimen ults h wn T-NBM succeeds in advancing the quality of rating

prediction. Compare ther three algorithms, T-NBM has both the minimum RMSE
and the minimums . This means that T-NBM outperforms the other three typical CF

approaches in tgrgs ®f quality. This indicates that T-NBM is more applicable in situations
where context ahd relationship are critical to the success of the application, just like in e-
commerc?%

Our @ research will focus on the trust propagation in social networks, and we will
tr e our computations more extensible and faster, for example, by developing
d algorithms.
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