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Abstract

In response to explore how to extract the recommended items' features, a methoq is put,
forward called a Content-based TV Program Recommendation Approach Enhancethwi
Delayering Tagging. The Content-based approach is optimized to recomkﬂv \Y
programs and improved the way to extract the recommended items' featur es, the

existing way of using supervised method to build user modeling is with an
unsupervised method using delayering tagging to sho mmen program's
content features and set up user preference model. Affe Latent Factor

ar
Model and Collaborative Filtering recomm algegithmvwith the same
experimental data, the proposed algorithm in this papsf increas accuracy of 2.67\%,
coverage rate of 3.02\% and 3.2\% m@ieaturg valué and achieved good
recommendation results compared to the actor @I which revealed the best
effect of recommendation. * @

\d
Keywords: program tagging; '&%ngnes\\\v program recommendation; data
mining A %
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1. Introduction \Q
Due to the hit ,ofﬁ@works nt%(ation to broadcasting and television industry,
various televisior\h* ns begi ’%nrich their program range and improve program
quantity in orde@ ve the%

Wers

f TV viewers. However, a large number of program
resource vision i dazzling. More and more researchers and program
suppliers b 0 pay tention to how to help the audience to find their favorite
television programs. able operators provides viewers with electronic service guide
(EPG), to assist t nce find programs they are interested in quickly [1-2]. However
this kind of el& playbill just shows all the program provided with the present of
forms, and doeS\not help the audience to find their favorite program type. What the
audience N&;ﬁneed is a personalized program guide, which is able to recommend certain
@w pe to whoever is interested in.
endation system is capable of predicting the user's interests, and offer users an
v€ system meeting the content of the user preferences. The purpose of

egemmendation system is to overcome difficulties in choosing useful information in the
vast content and enables users to efficiently browse the content of their interest. Content-
based recommendation and collaborative filtering recommendation are two of the most
important recommendation technologies [3].Their common limitation lies in the cold-start
[4] and new user problem. Other deficiencies rest in Content-based recommendation
systems tending to excessive specialization; meanwhile, the collaborative filtering
recommendation may expose gray sheep problem and sparsity problems [5-6]. In [7], a
kind of memory-based coordination filtering algorithm is put forward and the user rating's
differences in distribution are used to calculate the new similarity in order to overcome
the cold-start problem. [8] and [9] respectively put forward recommendation system based
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on cloud computing environment and MapReduce big data environment and improve
recommendation system scalability to large amount of data through the parallel
computing. In addition, there exist the knowledge-based recommendation and hybrid
recommendation technology [10] .Although collaborative filtering recommendation
technology has a prominent advantage in the application based on the Internet, but
individual TV program recommendation can be more effectively when applied to TV
viewers. Therefore, content-based recommendation is applied to TV program
recommendation system by some scholars. In [11], every TV program is described as a
type vector and user preferences are represented by the degree of user interests towards
some certain type. The degree of user interest in a TV show is presented by the dot
product of the program vectors and the user vectors. Vector Space Model is also applied
to [12] at the same time. In that literature, cosine similarity is used to calculate the users'
interestingness in TV programs, and program features are extracted from metadata and
program description vector is determined by each user. AVATAR [13] is a kind of gysteme
providing recommendation for broadband TV users; [14] describes a personali
TV show recommended web applications. [15] puts forward a kind of ogram
recommendation menu system based on community. And it can be divided info)different
e

communities according to different users' viewing habits 'puts a

embedded system, the system which using the classifj yword-based
combination model to rank the content of the pro der 0re end the limited
programs in relevant programs to the users The em de Wabove are only for

S0 [17-19] propose

individual TV users, while a set of TV is usuall by the
television recommendation systems aiming a@me USEFS, 17] ,the characteristics of

home users is made up by each individ er. [18] es the homogeneous and
heterogeneous group, recommending s to gr according to the group internal
viewing preferences' level of S|m|I 9] c Baye3|an network with analytic

hierarchy process, short as A edict th iewing preferences in both individual
user and group users. This V tag sy in this paper comes from [20]. The TV

shows tag system mentioned I this res rcomes the defects that television content
generalization is too g then p es*a relatively more comprehensive system of
TV program tag and sﬁlﬂ pro e presenting the content of the programs flexibly

-based Approach to Recommend TV Programs

to represen mended Content characteristics of the items and overcome the large
amount of oni llaborative filtering based on neighborhood problems; the
method improved the nt-based recommendation method, using unsupervised way to
build user preferen odel, breaking the original supervised manner of user modeling
method.

from multi dim Q%
Enhanced With x ring Té@ ART) is proposed in this paper which uses the tag
0
ati

2. Archh%lre of Content-Based TV Program Recommendation
Apprc@] nhanced with Delayering Tagging

<¢\ chitecture

his paper, on the basis of the Content-based recommendation technology, shows the
program content with the specified tag for each TV program, meanwhile it makes certain
improvement to the method of building user preference model and changes the existing
status that only supervised classification method are used to learn characteristics of the
user's preferences. Also the user preferences analysis for time dimension are added,
adopting the unsupervised method for user groups' division, thus accomplishing building
user group preference model. The framework of Content-based TV Program
Recommendation Approach Enhanced with Delayering Tagging is displayed in Figure 1.
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Figure 1. The Framework of Content-Based TV Program Recommendation
Approach Enhanced with Delayering Tagging

The detailed algorithm process is as followed: \e{

(1) Data Preprocess. The audience data used in this paper comes from vl
province in a month of 2013.

(2) Divide the training set and the testing set.

(3) Set up user-program tag interest degree models.

(4) Mine user viewing preferences for time.

(5) Cluster based on user preferences for time. OQ \>/

(6) Produce recommendation.

2.2. Related Researches Q
X 9

2.2.1. The Portraits Depicting TV Us
?s the

The essence of user portraits depi of user behavior modeling. In this
paper the concept of portrait itting isapplied to radio and television sector. A
challenge of TV user portra icting is Yh@the user's interaction pattern is relatively
single, it is unable to objain as larg of information as from the Internet. For

traditional TV users, it.i ly audie cords that can be get, therefore, the research
explores effective wa om limitéd data resources to show the user's interest degree,
mining the maximmg lue i ation. This paper adopts the TV program tag
mentioned ipf2Q], $ets up TV preferences model combining with the method of the

below, cal
every TV ®

rest degree towards TV program tag, and then portraits
od Dbreaks the traditional statistical analysis indicators,
accurately portraits ser based on television viewing behavior, eventually showing
the viewing char cs of group. It has the guiding significance on the judgment of the
viewing prefer of the user, at the same time, lays a solid foundation of TV program
personali@r ommendation for users.

2.2.2 ng Preferences Model

ethod of user preference modeling is directly related to the quality of the user
its depicting. User modeling is different from user segmentation, which analyzes the
user according to the demographic characteristics and the behavior psychology; however,
user modeling pays more attention to the interaction between the user and the system,
which is a continuous process. Explicit behavior is a kind of feedback behavior which can
directly reflect the user's interests, and the behavior of users expressing their willingness
actively. This behavior is especially likely to occur along with a strong feeling, so,
normally, explicit behavior can clearly reflect the extent to which the user is interested in
the program. Implicit behavior indirectly reflects user interests, mainly including clicking
the browser, watching the play, and so on. It cannot accurately reflect the user interest
degree in video, however, the number of implicit behavior and the duration can, to a
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certain extent, reflect the user's interest degree, and the frequency of implicit behavior is
much higher than explicit behavior and implicit behavior reflects users' interests better.
Compared with Explicit behavior, the number of types of implicit behavior is much
greater, and implicit behavior occurs usually along with the every part in the process of
using the system, as a result the data volume is various. If the relationship between
implicit behavior and user interest is quantified objectively and effectively, it would
greatly help the preference modeling. So for personalized recommendation model of user
preference information collection, the Explicit and implicit dual behaviors of users will be
collected at the same time.

3. Content-Based TV Program Recommendation Technology Improved
by Delayering Tagging Improvement

3.1. Traditional Recommendation Methods

In the process of the development of the recommendation system, th many

recommendation algorithms mainly divided into two categories: one is \cofitént-based
recommendation algorithm; the other is collaborative filt 'Q%mmm% algorithm.

And collaborative filtering algorithm can be diyi nto, emory-based
recommendation algorithm and model-based reco
3.1.1 Content-Based Recommendation AIgo@

Content-based recommendation algorl genera%rom general information
retrieval methods [21]. This algorithm i on evalyati haracteristics of the user,

learns the user interest, and therefore heu the object to forecast.
User data model, the Content-b f|Ie 0 ther hand, depends on the machine

learning methods used, such as\d on tree, Bayesian algorithm, neural network model

and so on. Combined with ature of’ content and user data model, the utility
function can be calculated.through the content characteristics combined with user
data model. That the o% dlstance Iatlon method is commonly used: User data
model, the Conte @ rofile the other hand, depends on the machine learning
methods used su KS cisi yeS|an algorithm, neural network model and so on.
Combined ature of 0 t content and user data model, the utility function can
be calcula ct content characteristics combined with user data model.
That the co ' |stanc ation method is commonly used:

%os(u,i): 20.1)

JE NS (1)

|
The s \kl. " represents the preference value of users towards to the feature f.
ré)t in

represe intensity of items and the feature f.

llaborative Filtering Recommendation Algorithm: Memory-Based
mmendation Algorithm

The memory-based recommendation algorithm contains user-based collaborative
filtering algorithm and item-based collaborative filtering algorithm. In the running period,
this algorithm needs to call the entire database into the memory, as a result producing the
latest recommendation information.

User-based collaborative filtering algorithm

p(u,i)= z Wi Iy
veS (u,K)NN (i) (2)
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S(u.K) represents the K-users set closest to user U’s interest; N (i) represents the

w(u,Vv)

user set having had positive feedbacks on the items I; represents the interest

similarities between user u and user v; r(v.i) represents user v's interest in the goods I.

The default value of "("1) is 1 or 0,
Item-based collaborative filtering algorithm
p(U, j)= Z Wi i
ieN(U)nS(j,K) (3)

S(i,K) N(u)

represents the K-users set closest to item I;
w, ) represents the similarities between item | and item j; r(u.i) represents

how user u is interested in item |. The default value of r(u.i) is1or0.

represents the item set that
user likes;

3.1.3. Model-Based Recommendation Method

Model-based recommendation algorithm firstly models according to us Online
module will call the model into the memory, and recom end The endatlon
algorithm includes the Bayes network recommendatl orlthm iation rules

recommendation algorithm, clustering recommendatio

In general, memory-based recommendation alg thou iS e sunable for the
recommendation system which requires rapidly u g the r%‘ endation result, but
when the database is too large to fit in the gmgmory, thesalgorithm is stretched; And
model-based recommendation algorithm ﬁ%suitab the electronic commerce
system containing large data, butdifficuft\ et the rgal-time recommendation system.

3.2. CADT Recommendation Me 9 s&
3.2.1 User Preferences Mo@n@sed onP @m Tags

This paper is based ace vec eI combining ontology model to show the
automatic modellng , and ward user preference model based on the
program tags. Ev progra%g vector, namely user-tag interest degree, uses as an
n-dimensional vector (G, W), (tn’W)} among which t represents
program t sen alue of interest degree. User—tag vector is used to represent
the user in degree Iculation method of the interest degree w is as followed:

DeflneU = " o} as viewing user set, and n as the total number of users.
S={8 S deflned as program set, and m as the total number of programs. The

L= ueU,s. €S
users vi time matrix is defined as =l [U V.5, €8} . The symbol

I . S; . _
ey @ﬁs the total time for user “i to watch show J in a certain time.

@hows Interest Degree

ime proportion. Viewing time proportion of users for a certain program, represents
how the total length of viewing time in a certain time accounts for the total length of
programs in this time period. Calculation formula of time proportion is as shown in (4).

R _ U
Ui,Sj d
2.9, (4)

I represents the time proportion of user Ui watching program 3 :

U; ,S

The symbol

24, represents the total length of program Si,
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On the basis of the time proportion, the user interest for a program is defined as how
the user's viewing time of this program accounts for the total viewing time of all the
programs. Calculation formula of program interest degree is as shown in (5).

Ui S

Fui,sJ = ZRui,s,
K (5)

" o . s. R . . .
Ui represents user Yi’s interest in the program >, “*i represents the time proportion

>R

of user ! watching program S , i represents the sum of time proportion.
Program tag interest. TV program tag interest is the basis of calculating program tag

interest. Here, T={t bt} s defined as a program tag set, and q as the total
number of tags. User interest in a particular tag represents as a product of the user i eresto
in the tagged program and the weight of the program tag. Program tag mterv

expressed by (6).
Pui A Z:s jlsnltces } 0

The symbol Pt represents the user Yi's interest in @u am gtk i represents
the weight of the tag.

Using the formula (4), (5), (6), we can calcula dlffere ram tag interest for

every user. @Q \9

3.2.2. User Viewing Time Preference A

In the TV viewing market, the u efere xc ng time period is the important
factor which should be include j V progr ommendation. Taking the factor of
the viewing time into considera ram begins to pursue the accuracy of the
broadcast time, and for the und uence of the working time and the life
habits, the viewing time a certain y Searching for these specific rules can be
able to get more comp ve of ser'swiewing preferences, so that we can recommend
television progra accur . Therefore, it is very important to explore the

preference of th
User-prograg
preference ©

VIeWI
ag mter ba d on viewing time preference measures the user-tag
d on peng time (UTPT). The user’s interest in a particular tag in the

period of time. The

expressed by (7
Pu, T Z Pu‘tk
N~ ' ™

. . ., T
y. Qresents the interest degree of user i towards program tag Y%in a period !,

. T
@epresents the interest degree of user i towards program tag & , 1 represents a
cewain viewing time period.

3.2.2. User Viewing Time Preference Analysis

Clustering algorithm is an unsupervised classification learning algorithm[22], people
clustering divides users into several multiple groups of similar users according to users
interest in the program tag data set, making the degree of similarity from users in the same
group to maximize, the degree of similarity in users from different groups to minimize.

Grouping the user based on viewing time preference can directly obtain the viewing
characteristic of every group. This paper adopts the clustering way to group users of every

248 Copyright © 2016 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol.11, No.9 (2016)

viewing time. According to the result of clustering, we can reversely position programs
that this kind of user is interested in from several program tags which are highest in
interest degree.

K-means clustering algorithm is used to cluster users. The user's program tag interest
degree data set D is composed of N users tag vector. User tag vector is an n-dimensional

vector tPu P2o PP} Among them, Px can take from the interest degree Pt of

Futt

user Ji to the program tag b or the interest degree i of user Yito the programs

tag b during the time T .
1. choose k users as the initial cluster centers from user’s program interest degree data
set D
2. Repeat
3. For every user p in the data set D do: .
4. Calculate the user p’s distance to the center of the k clusters. V
5. Assign the user p to the cluster which has shortest distance fr ?‘
6. end for
7
8

. Calculate the average of users in each cluster, as cluster
. Until the centers of k clusters converge &
4. Experiment and Result Analysis O

Combining the data characteristics in thls p r, we sele e accuracy rate, recall rate
and F1 index of classification accuracy in aIuateT ommendation technology.
What the classification accuracy mdex ures | recommended system can

correctly reckon whether the user li % oes a the project. The index is often
used in Top-N recommendation sy, urren %e ost commonly used classification

indicators are accuracy rate (Pr ) and re (Recall) [23].
Accuracy rate represent probabll the user interest in the project system
recommended. Detailed C@Jlatl nis

t.p

ision =
\ s& " ®
The sy tp @ns the project that the recommendation system has

recommended and t e intensely contained, No represents the number of projects
that the recomme system has recommended.
Recall rate ents the probability of a user’s favorite project being recommended,

defined as the proportion of the project from the recommendation list that user likes and
the tota ct from the system that user likes. Detail calculation is as followed (9):

tp

@O Recall = N
‘ ©)

The symbol N represents the subject that the recommended system has

recommended and tests have intensively contained, N, represents the number of projects
that tests intensively user has evaluated.

Combined with the accuracy and recall rate, F1 index is also one of the important
indices for evaluating the recommender system. Detailed calculation is as followed in
(20):
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2 B 2xPrecision x Recall

1 N 1 Precision + Recall
Precision Recall (10)
This paper chooses the recommendation algorithm based on lingo righteousness
model and as a comparison with the recommendation algorithm based on the
neighborhood, evaluating the algorithm respectively using the same experimental
data.

F1=

4.1. Experiment 1: Recommend Model Based on Lingo Righteousness

With recommendation model based on lingo righteousness, this paper uses the viewing
data from a Chinese province in a month of 2013, realizes the TV program
recommendation, and calculates the accuracy rate, recall rate and F1 index of this mgthod.«

The selecting parameters process during lingo righteousness experiment is as m&wﬁ
In the experiments we find that for the collaborative filtering recommendati %ﬁthm
based on lingo righteousness model (LFM), the value of ratio has the bigge§t i nce on
the result of the experiment. Figure 2 shows how the cyr rate, e and F1
index change along with the different values of radio. iment Its indicates
that when the value of ratio is 10, we can obtain the-be iop result, in which
the accuracy rate is 12.65%, the recall rate is @ is 18.26%. From
Figure 2, with the increase of the value of ratio, the &e€uracy rate the recall rate of the
recommendation method based on lingo right ess incr . And when ratio is more
than 10, the index levels off or even beco @ s than thN e of ratio when it is equal
to 10. From all the indicators in the table, e concK t when the value of ratio is 10,

the recommendation result is the bes\ s‘\\
N D
Q} 32.4% 32.8% —32.6%
30% 4 @ T 8%
EK\Q (] *
mg ™ 3 17.3% —183%— 17.8%
15.6%
1 13.9%
O ’ 10.6% —11-8% 12.6%—12.3%
b ° 92% y
O

T 1 T T T T
1 2 3 5 10 20
O ratio

Index Accuracy Recall F1 Index

15%
10%

t Figure 2. Evaluation Results of the LFM Recommendation Method

4.2. Experiment 2: Collaborative Filtering Recommendation Based on Neighborhood

The collaborative filtering recommendation based on neighborhood includes user-
based collaborative filtering (User-CF) and item-based collaborative filtering (Item-CF).
For the collaborative filtering recommendation technology based on neighborhood,
closest neighbors threshold K represents taking K users who rank the top K in the
similarity with targeted users (program) as closest neighbors. When recommended, the
recommendation result is generated by closest neighbors.
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The paper respectively uses the user-based collaborative filtering recommendation and
item-based collaborative filtering recommendation model, with the data from a Chinese
province in a month 2013, realizes the TV program recommendation, and calculates the
accuracy rate, the recall rate and F1 index of the method.
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Figure 3. Evaluation Result o
Recom

The value of K affects the re
following is a recommenda
Figure 3 shows the evaluati
method. In case of taki
various recommendatio
recommend result is tie

the F1 index is 3.

index is 21.46%
indicators of th
as shown$

Q)O

able 1.

Re

“‘% ook
tion ¢

'mséu of us éd
ng_different v

r@aluation tors fall.

4.3. Exper@? r@ndation Method Contrast Experiment
According 1o the for%

index of this experi

L&ase b@oraﬂve Filtering

%«ve filtering recommendation. The
ison when the value of K is different.
collaborative filtering recommendation
the parameter K and a gradual increase,
When the value of K is 10, the
st, in WQ the accuracy is 5.05%, the recall rate is 2.40% and

(5), (6), (7), calculate the accuracy rate, the recall rate and F1
. The accuracy rate is 15.32%, the recall rate is 35.8%, and F1
ct the different parameters from all the experiment. Obtain the

t recommendation result and compare it with the experiment results,
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Table 1. The Evaluation Result Compa § Wendaﬂon

Algorlth

accuracy [ate‘-@al rate | Q@ of F1
CADT | 15329 \T 3589 2146%

User-CF | | gg/o" 5@ 3.26%
ltem-CF, 69% + |CA.28% 1.73%

LMF 2.6 ~32.78% 18.26%

Each indicator in
algorithms are us
province in a

dat
. From

is exactly same, which is the viewing data of a
we can conclude that the algorithm indicators
per excetythe ther algorithm, in the meanwhile the accuracy rate, the

proposed i
recall rate, 1 m?@ her than other algorithms’.

A
le is@ed, in addition that different recommendation

In the traditional gram recommendation algorithm, most directly calculate user
interest in TV pro not only resulting in large amount of calculation and the unideal
recommendati It. Yet the algorithm proposed in this paper puts forward the user-
program ta est degree a new method to measure the user interest degree in TV
programs%ag the introduction of tags overcomes the problem of large amount of
alcul the collaborative filtering based on neighborhood and avoids to recommend
prog @ Dy calculating the similarity of users. The algorithm absorbs the advantages of

fbased recommendation technology, presents the content of the recommendation
prgjéct in a way of program-tagging, and in the meanwhile, makes improvement to the
user modeling method, replacing the supervised classification method with the
unsupervised classification method. The system can automatically categorize users and
mine the viewing preference characteristics. Therefore we can obtain each type of the
program tag that users are interested in, recommending users the corresponding programs
with tags. As a result, the algorithm of this paper is superior to the traditional
recommendation algorithm, which is confirmed by the result in Table 1.
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5. Conclusion

In this paper, the content-based TV program recommendation method is optimized and
an effective TV program recommendation method, A Content-based approach to
recommend TV programs enhanced with delayering tagging, is put forward. The
algorithm proposed optimizes content-based TV program recommendation, improves the
method to extract the feature of the recommendation projects, uses program tags to
indicate the content of the recommendation project characteristics, adopts the
unsupervised method for user preference modeling and breaks the original supervised
method. Compared with lingo righteousness recommendation algorithm and the
collaborative filtering recommendation algorithm, the algorithm proposed is superior to
the two algorithms above, and achieves good recommendation results.
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