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Abstract

Quantum dot cellular automata (QCA) are pledging nanotechnology which has been
used widely in digital circuits and systems. Conventional lithography based V
encounter acute challenges of tunneling, variation of doping and short channel iSsye»In a
remarkably fast development of VLSI technology, it is the cardinal of the

stable model with area and low power consumption. QCA i§ a promisi ative to
complementary metal-oxide—semiconductor (CMOS) t ogy w ny enticing
features such as high-speed, low power consumption a0 hi S requency than

transistor based technology. The code converters @ asic u%li( ransformation of
data to execute arithmetic processes. In this pape ovel Q sed 2-bit binary-to-
gray, 3-bit binary-to-gray, and 4-bit binary-tg=gtay code c%ert r have been proposed.

The proposed design reduces the number S, area, ises switching speed. The
energy dissipation by the proposed CII’C eval |ch certifies the prospect of
QCA nano-circuit presenting as a su Iev ttamment of reversible circuits.
The consistency of the proposed cj IS test%' r thermal randomness that reveal
the functioning effectiveness of\t II‘CUItS oposed circuits are simulated using
QCADesigner and Microwingdlite tool * is widely used for simulation and
verification. Q

Keywords: B| ray Co %ter Quantum Dot Cellular Automata, Gray Code,

Power Dissipatio
1. Introd ¢

QCA is an inno access towards the present age of nanotechnology and a
substitution of c @orary CMOS technology [1] and proposes a novel designing
technique Whic&propriate for logic circuits. Material limits of CMOS such as severe
effort of lithography, deteriorating supply voltage and technological limits like power
dissipatioﬁ%nder the microelectronics momentum using regular circuit scaling [2]. QCA
is an e ' g nano-technological archetype which permits functioning frequencies in
THz @o g [3] that is not feasible in existing CMOS model and it has been recognized as
One=«0f"the first six enhancing technologies with feasible applications in designing
cutatlonal circuit at a superior phase in future computers [30, 31]. This paper
demonstrates a unique binary to gray code converters in QCA technology and assessed
the energy dissipation and constancy of the proposed designs. Then the efficiency of the
proposed circuits is illustrated under thermal randomness.

The paper is arranged as follows, Section 2 itemizes a concise background to QCA
layout. The proposed code converters are illustrated in section 3. Simulation outcomes in
QCA and CMOS is illustrated is Section 4. Section 5 exhibited the energy depletion and
constancy of the proposed designs. Finally, Section 6 presents conclusion with future
work.
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2. QCA Overview

Each QCA structures are made up of similar square-formed QCA cells. Every single
four-dot QCA cell is made of quantum dots which are located at the vertices of a square
cell [4-6]. The dots comprise two electrons that can quantum-mechanically tunnel
between them. Coulombic contact among the inter-cell electrons creates two firm
arrangements P= -1 and P= +1, which are allocated to encode a logic “0” and logic “1”
status, correspondingly [7, 8], as shown in Figure 1. Switching is achieved by switching
the tenancy of the two electrons, in QCA technology [20].

O ®|®O0
® O/ |0 @ vi

Binary 1 Binar% @
Figure 1. Formation of a P@Q}C @/

Several QCA based combinational [1, 5, 9 sequentlg!Z 7] and reversible [28-

>

39] circuit have been proposed in curre S baseo\dl nverters and three input
majority gate [10, 17, 22]. The primary res fo re inverter and the majority
gate. %

2.1. QCA Wire s\

The proper composnlon %S a binary wire [31]. The 90° wire, as a
line of cascaded QCA ce hICh pr s S|gnal from one end to another, is shown in
Figure 2(b). Flgure 2 esents the QCA wire, which exchanges encoded binary
signal polarization c essive cells [34, 40]. Along with the Coulomb repulsion,
the least energy on for sversely adjoining cells is when they have reverse

olarities.
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O Figure 2. QCA Wire (a) 45° (b) 90°

2.2. QCA Inverter

The easiest arrangement, the inverter, is typically designed by disposing the cells with
only their corners touching. The electrostatic interface is reversed, since the quantum-dots
of separate polarizations are misaligned between the cells. QCA inverter returns the
inverted value of the input value [34, 37].
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2.3. Majority voter (MV) .

cells. If the gate inputs are A, B and C, then majority gate issxed aslo
MV (A, B,C)=AB+BC + CA Q
r

For creating an AND/OR function with major@y
polarization of one input to a stable logic ‘0’ or ‘1

4(a) and (b). To generate well- structured design, t |g| al circuits are realized
with the help of majority voter-based de3|g ques ar ed [42].
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Figure 4. 2-j R Gate and 2-input AND Gate Using Majority Voter
2.4. Cloc

atch their input values, and begin forcing other cells. It is operated both for
% ng sequential circuits and driving the circuit to remain in the quantum mechanical
d position, which rest on the inputs of the circuit, and signifies the precise
computational output and effective signal proliferation. The QCA clock delivers
additional energy, permitting signal gain on the nanotechnology. In the signal clocking,
QCA cells are allocated to four time segments. Each segment, also named clock zone,
corresponds to one of the four phases: switch, hold, release, and relax as presented in
Figure 5.

In$ e clocking system defines via an electric domain once the cells are un
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Figure 5. QCA Four Phased Clock Waveforms

polarized entirely [31, 38]. Once the clock reaches an el level ( stage), the cell
hoards its polarization. Reduction in the cell polari a sesV e clock goes
K

through the release level. Lastly, at the relax % 0cC e cell turn into
unpolarized. Number The zones number in the cri hannel\ A circuit regulates

its complete delay [43].
o 9

3. Proposed Design and Presenté\

The computation in QCA conti (@y dirgchi @cells based on polarization of
neighboring cells. Estimation i ed tou tand the suitable tools and confirm
the proposed design. Then’%& igner is chosen and this simulation tool is

explained [43]. The functiona fthso@q S confirmed by QCADesigner 2.0.3 which

Polarization of the cell begins in the switch level and rerpains until@ ell/turn into
nce

contains default values he sizex cell, samples number, radius effect, total
relaxation time, reIat'g@nittivi et® For realization the code converter in CMOS,
MICROWIND [4 \ plied whug an integrated engine for circuit simulation.
circuit?@h ransform a given code into another that is encoded
operated=in seVeral areas as strengthen data flexibility and maintaining

thirghpetties. Binary code is a typical arrangement of data and
accomplishes text inf:E nation using the number system e.g. binary sequence of seven bits

1100100 is equivale decimal number 100. Gray code is a humeral arrangement where
every value varj y a unique bit from the preceding bit. The gray code has various
beneficial uses nalog-to-digital converter, simplify fault correction, and peripheral
devices.

Two inputs B; and By are applied for a two bit binary-to-gray code converter
and &rresponding outputs are G; and Go. In the same way, the inputs of three bit

tle verters are Bo, B1, and By, the outputs are Go, G1, and G, In four bit binary-to-
' ‘-? ode converters the inputs are Bs, B,, B1, and B where the consistent outputs are G,
G», Gy, and Go. Figure 6 displays the QCA block diagram of 2-bit, 3-bit, and 4-bit binary-
to-gray code converter using majority gate.
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Table 2. Truth Table lllustrations of Proposed Three bit Binary to Gray Code

Converter
Input Output
Bo B: B> Go G G2
0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 1 1
0 1 1 0 1 0
1 0 0 1 1 0
1 0 1 1 1 1
1 1 0 1 0 1
1 1 1 1 0 0

Bo Bl Bz

Bs

D)

>

7N
\.//

<

@‘.
N

Rl

i

=

Q)O

[
<
kﬁ

(c)

v G:

Y

v Go

Y

Figure 6. Block Diagram of (a) 2-bit (b) 3-bit, and (c) 4-bit Binary-to-Gray
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Table 3. Truth Table lllustrations of Proposed Four bit Binary to Gray Code

Converter
Input Output
B3 Bz Bl Bo G3 Gz G1 Go
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 1
0 0 1 0 0 0 1 1
0 0 1 1 0 0 1 0
0 1 0 0 0 1 1 0
0 1 0 1 0 1 1 1
0 1 1 0 0 1 0 1
0 1 1 1 0 1 0 0
1 0 0 0 1 1 0 0
1 0 0 1 1 1 0 1
1 0 1 0 1 1 1 1
1 0 1 1 1 1 1 0
1 1 0 0 1 0 1 0
1 1 0 1 1 0 1 1
1 1 1 0 1 0 0 7
1 1 1 1 1 0 0 0

In the logical expression of 2-bit binary to gray code conyerter,”input B, is identical to
output G; and output Go is XOR-ed value of4aputs B: and«w;

(a)
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Figure 7. QCA Layout of (a) 2-bit (b) 3-bit, and (c) 4-bit Binary-to-Gray Code
Converter
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For 3-bit binary to gray code converter, input By is identical to output Go, output G; and
G2 is XOR-ed value of inputs Bi1, Bo and Bz, B1 correspondingly. In 4-bit binary to gray
code converter, input Bs is same to output Gz, output G, is XOR-ed value of inputs Bz and
B>, output G; and G, is XOR-ed value of inputs By, B: and Bi, Bo correspondingly. The
simulated circuit layout of proposed 2-bit, 3-bit, and 4-bit binary to gray code converter
are presented in Figure 7 (a), (b), and (c) respectively.

4. Simulation Results

The functionality of the proposed circuit is accepted from the simulated output. Figure
8 (a), (b), and (c) organizes the output waveforms of the proposed circuits respectively.
The bi-stable approximation is accomplished using the factors as follows:

i. Number of samples =12800;

ii. Convergence tolerance = 0.001000;
iii. Radius of effect = 65.000000nm;

iv. Relative permittivity =12.900000;

v. Clock low = 3.800000e—023J;

vi. Clock high = 9.800000e-022J;

vii. Clock amplitude factor = 2.000000;
viii. Layer partition =11.500000;

ix. Highest iterations per sample =100Q;
X. cell width x height =18 x 18 nm!
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Figure 8. Simulated Results of (a) 2-bit (b) 3-bit, and (c) 4-bit Binary-to-Gray
Code Converter
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Figure 8(a) displays that for 2-bit binary-to-gray code converter if the inputs are Bo=0
and B1=0, then the results will be Go=0 and G:=0, individually and if the inputs are B1=0
and Bo=1, then the results will be G;=0 and Go=1, separately, and so on. Similarly for 3-
bit code converter presented in Figure 8(b) if the inputs are Bo=0, B1=0, and B,=1, then
result will be Go=0, G1=0, and G.=1, respectively, and so on. For 4-bit code converter in
Figure 8(c) if the input Bo=1, B1=0, B>=0, B3=0 then outcome will be Go=1, G;=0, G,=0,
and G3=0, respectively, and so on. Thus, the proposed circuits operate efficiently.

For simulation and design the proposed circuits in CMOS, MICROWIND is employed.
This is a user-friendly tool to design and find out the enclosed space of logic circuit.
Figure 9 (a), (b), and (c) shows the simulated design of the proposed 2-bit, 3-bit, and 4-bit
binary-to-gray code converter in CMOS respectively.
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Table 4. Complexity of the Proposed Design

Parameter 2 bit B2G 3 bit B2G 4 bit B2G
Number of Cells 40 82 126
Clock Used 3 3 3

Time Delay 0.75 0.75 0.75
Area in QCA (um?) 0.04 0.11 0.15
Area in CMOS (um?) 20 32.2 42.78
Improvement (in times) 500 293 285.2

5. Energy Depletion and Consistency of the Proposed Code Converter

Circuits
0

The energy depletion by every single QCA cell in a circuit is identical [45]
arrangement of identical QCA cells, the entire dissipated energy can se by
computing the depleted energy of all QCA cells within the arrange energy
depletion by the circuit is reliant on the logic gates used i rrgrnatl curt [45].
The depleted energy of the circuit is the computatlon 0 e ow r d d by all the
majority voters, inverters, and the QCA cells. Estima of power patlon by QCA
circuits has been attained at temperature T=2K @ separ neling energies as
0.25Ex and 0.5Ex. The computation is achre@gb using the QCA energy dissipation

se

engine QCAPro [46]. This paper, in spite of the energy depletion engine,
mathematical valuation of Hamming dist d estimation of energy dissipation [45]

is employed to complete the power d cal a@ of the proposed circuits. It has
been described that for a variation I‘b am C\ nce between inputs to the QCA

layout, the energy depletion II@ e dlfferrlgﬁor the inverter, 0—0 or 1—1 input
transferring means Hamming%l ‘0,9 inverter has 0.8 meV depleted power at
v=0.25Exand 8.0 meV at y=1 ming distance of ‘3’ is measured for the

majority voter for 000— input tr ri g, which causes the utmost depleted energy
of 41.0 meV by thg voter t y_ .25Ex and 42.9 meV at y=1.0E. Likewise, the

energy d|SS|pat|0 aj ri r for separate Hamming distances was described in
[45]. The pro e5| bmary to gray code converter is shown in Figure
7(a) where rs W|th single static polarization cell and two inverters is
used. Ther the m voter has a Hamming distance of ‘2” and highest energy
depletion the mverte mming distance of 1°.
Power Dissipation of the Proposed Designs
\' o Depletion of energy at T=2K
Pﬂkn,sed QCA circuit
'a) v=0.25E« | y=0.5Ex | y=0.75Ek | y=1.0Ex
\ 2%bit code converter 106.7 114.4 120.6 128.7
3-bit code converter 209.4 227.8 241.2 260.4
4-bit code converter 339.1 357.3 383.7 403.4

Table 5 expresses that the power depletion by the proposed 2-bit code converter is
106.7 meV and 114.4 meV at y=0.25Ey and y=0.5E, separately. A comparable method is
applied for assessing the energy dissipation by the proposed 3-bit and 4-bit code converter
and the outcomes are presented in Table 5. In Table 5, Ex is the kink energy and vy
represents the tunneling energy. The power depletion outcomes are delineated in Figure
11.
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Figure 11. Power Dissipation of th@ sed QCA Fesigns

The average output polarization (AOP) @A output eell is declined by rising the

temperature. The temperature consequen the A the proposed designs is
presented in Figure 12. All the proposed onverters,will work proficiently between 1

K and 6K as shown in Figure 1 ? ins T=1K, the highest and least
polarizations of output cell Go ofé& Inary-t code converter are 8.64e-1 and —
8.64e-1, individually. Hence, the age ougput p larization for cell Gois [(8.64e—1)—(—
8.44e-1)]/2 = 3.18. Likewise, OPs for%ate output cells of every proposed circuit

at separate temperatures a@nalyzed.,&
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Figure 12. Effec perature on AOP of the Proposed Circuits (a) 2- bit,

(b , and (c) 4-bit Binary to Gray Code Converter

6. Conc&Q%n
QCA@ romising nanotechnology where modules are micro sized and clock speed
on, terafefiz range. In this paper, three binary to gray code converter has been proposed

| '* s 500, 293, and 285.2 times lesser respectively in extent than current CMOS

adel. QCA based technique exposes a massive direction for circuit design with reduced
sizes and by using this technique power efficient circuits can be assembled with enhance
accuracy. The proposed circuits have extremely low heat energy depletions, presenting
that QCA nano-designs are apposite for realizing reversible circuits. The constancy
evaluation of the proposed designs under thermal randomness displays the firmness of the
circuits. These layouts could be a potential phase to building ALU’s and model more
complex circuits in smaller scopes. The simulation outcomes of the proposed circuits with
theoretical values verify the functionality of the circuits.

Copyright © 2016 SERSC 393



International Journal of Multimedia and Ubiquitous Engineering
Vol.11, No.8 (2016)

References

[1] H. Cho and E. E. Swartzlander, “Adder and multiplier design in quantum-dot cellular automata”, IEEE
Transactions on Computers, vol. 58, no. 6, (2009), pp. 721-727.

[2] C. S. Lent, P. D. Tougaw, W. Porod and G. H Bernstein, “Quantum cellular automata”,
Nanotechnology, vol. 4, no. 1, (1993), pp. 49-57.

[3] J. M. Seminario, P. A. Derosa, L. E. Cordova and B. H. Bozard, “A molecular device operating at
terahertz frequencies”, IEEE Transactions on Nanotechnology, vol. 3, no. 1, (2004), pp. 215-218.

[4] R. Zhang, K. Walus, W. Wang and G. A. Jullien, “A method of majority logic reduction for quantum
cellular automata”, IEEE Transactions on Nanotechnology, vol. 3, no. 4, (2008), pp. 443-450.

[5] I. Hanninen and J. Takala, “Binary adders on quantum-dot cellular automata”, Journal of Signal
Processing Systems, vol. 58, no. 1, (2010), pp. 87-103.

[6] R. K. Kummamuru, A. O. Orlov, R. Ramasubramaniam, C. S. Lent, G. H. Bernstein and G. L Snider,
“Operation of a quantum-dot cellular automata (QCA) shift register and analysis of errors”, IEEE
Transactions on Electron Devices, vol. 50, no. 9, (2003), pp. 1906-1913.

[71 P.D. Tougaw, C. S. Lent and W. Porod, “Bistable saturation in coupled quantum-dot cells”, Journal of
Applied Physics, vol. 74, no. 5, (1993), pp. 3558-3566.

[8] C. S. Lent, P. D. Tougaw and W. Porod, “Bistable saturation in coupled quantum dots for Guantum®
cellular automata”, Applied Physics Letters, vol. 62, no. 7, (1993), pp. 714-716.

[91 M. R. Azghadi, O. Kavehei and K. Navi, “A novel design for quantum-dot cellular au aVR and
full adders”, Journal of Applied Science, vol. 7, no. 22, (2007), pp. 3460-3468. &

|

[10] H. Cho and E. E. Swartzlander, “Adder designs and analyses for, quantum-dofrc
Nanotechnology, IEEE Transactions on, vol. 6, no. 3, (2007), pp? 333"
[11] A. Gin, S. Williams, H. Meng and P. D. Tougaw, “Hierarchica n qu% ellular automata
13-3720.
ata co In: 7th International

devices”, Journal of Applied Physics, vol. 85, no, 7, (1999
@7

[12] Q. Ke-ming and X. Yin-shui, “Quantum-dots cellul
[13] K. Kim, K. Wu and R. Karri, “The robust qca amsigns usin@’lp able gca building blocks”,

utomata”,

Conference on ASIC. IEEE, Guilin, 22-25, (2007) Octobe

IEEE transactions on computer-aided design of irftegrated circuits ystems, vol. 1, no. 26, (2007),
pp. 176-183. S

[14] V. A. Mardiris and I. G. Karafyllidis, “De % simulati modular 2n to 1 quantum-dot cellular
automata (QCA) multiplexers”, Internati

urnal \ heory and applications, vol. 38, no. 8,

(2010), pp. 771-785. g\

[15] K. Navi, R. Farazkish, S. Sayed I@ M. R. Azghati, “A new quantum-dot cellular automata full-

adder”, Microelectronics Jous&&) ], no. 12, ), pp. 820-826.

[16] S. Hashemi, M. Tehrani and K. i, “An effici antum-dot cellular automata full-adder”, Scientific
Research and Essays, vol. =189.

[17] S. Sayedsalehi, M. H. . »“Novel efficient adder circuits for quantum-dot cellular
tational :d Theoretical Nanoscience, vol. 8, no. 9, (2011), pp. 1769-1775.
2

automata”, Journal
[18] S. Srivastava a \ anja, “Hi al probabilistic macromodeling for gca circuits”, Computers,
IEEE Transactj Jvol. 56, 7), pp. 174-190.

[19] P. D. Toyge @ S. Lent, “Logical devices implemented using quantum cellular automata”, Journal
of App|SI S, VoleJZ

43, (1994), pp. 1818-1825.
[20] A. Vette Walus, imitrov and G. A. Jullien, “Quantum-dot cellular automata carry-look-

r”, IEEE Emerging Telecommunications Technologies Conference, (2002),

ahead adder and ba
pp. 2-4.
[21] W. Wang, K(@ d G. A. Jullien, “Quantum-dot cellular automata adders”, Nanotechnology, 2003.
0

IEEE-NAN . 2003 Third IEEE Conference on, vol. 1, IEEE, (2003), pp. 461-464.
[22] R. Zhangy K. Walus, W. Wang and G. A. Jullien, “Performance comparison of quantum-dot cellular
autor};&!ﬂﬂs”, Circuits and Systems, 2005. ISCAS 2005. IEEE International Symposium on, IEEE,
5), PP’ 2522-2526.
Asiari, M. Taghizadeh and K. Fardad, “Design and analysis of a sequential ring counter for qca

mplementation”, In: International Conference on Computer and Communication Engineering. IEEE,
uala Lumpur, (2008) May 13-15.
[2

. A. Dehkordi, A. S. Shamsabadi, B. S. Ghahfarokhi and A. Vafaei, “Novel ram cell designs based on

inherent capabilities of quantum-dot cellular automata”, Microelectronics Journal, vol. 42, no. 5, (2011),
pp. 701-708.

[25] J. Huang, M. Momenzadeh and F. Lombardi, “Design of sequential circuits by quantum-dot cellular
automata”, Microelectronics Journal, vol. 38, no. 4, (2007), pp. 525-37.

[26] V. Vankamamidi, M. Ottavi and F. Lombardi, “A serial memory by quantum-dot cellular automata
(gca)”, Computers, IEEE Transactions on, vol. 57, no. 5, (2008), pp. 606-618.

[27] X. Yang, L. Cai, X. Zhao and N. Zhang, “Design and simulation of sequential circuits in quantum-dot
cellular automata: falling edge-triggered flip-flop and counter study”, Microelectronics Journal, vol. 41,
no. 1, (2010), pp. 56-63.

394 Copyright © 2016 SERSC



[28]

[29]

[30]

[31]

[32]

[33]

(34]
(35]

[36]

[37]
(38]

(39]

(40]
[41]

[42]

[43]

[44]
[45]

[46]

International Journal of Multimedia and Ubiquitous Engineering
Vol.11, No.8 (2016)

A. N. Bahar, S. Waheed, M. A. Uddin and M. A. Habib, “Double Feynman Gate (F2G) in Quantum-dot
Cellular Automata (QCA)”, International Journal of Computer Science Engineering, vol. 2, no. 6,
(2013), pp. 351-355.

A. N. Bahar, M. A. Habib and N. K. Biswas, “A Novel Presentation of Toffoli Gate in Quantum-dot
Cellular Automata (QCA)”, International Journal of Computer Applications, vol. 82, no. 10, (2013), pp.
1-4.

A. N. Bahar, S. Waheed and M. Habib, “A novel presentation of reversible logic gate in Quantum-dot
Cellular Automata (QCA)”, In Electrical Engineering and Information & Communication Technology
(ICEEICT), International Conference on, IEEE, (2014), pp. 1-6.

M. Abdullah-Al-Shafi and A. N. Bahar, “QCA: An Effective Approach to Implement Logic Circuit in
Nanoscale”, In International Conference on Informatics, Electronics & Vision (ICIEV), International
Conference on, IEEE, (2016).

A. N. Bahar, S. Waheed, and N. Hossain, “A new approach of presenting reversible logic gate in
nanoscale”, SpringerPlus, vol. 4, no. 1, (2015), p.153.

A. N. Bahar, S. Waheed and M. A. Habib, “An Efficient Layout Design of Fredkin Gate in Quantum-dot
Cellular Automata (QCA)”, Diizce University Journal of Science & Technology, vol. 3, no. 1, (2015),
pp. 219-225.

M. A. Shafi, M. S. Islam and A. N. Bahar, “A Review on Reversible Logic Gates and itds QCAe
Implementation”, International Journal of Computer Applications, vol. 128, no. 2, (2015), p -

M. S. Islam, M. A. Shafi and A. N. Bahar, “A New Approach of Presenting Universal Rev: ate
in Nanoscale”, International Journal of Computer Applications, vol. 134, no. 7, (2016) p.

A. Al Shafi, A. N. Bahar and M. S. Islam, “A Quantltatlve Appraach of Rever b Lo Gates in

QCA”, Journal of Communications Technology, Electronics uter SCI (2015) pp.
22-26.

M. Abdullah-Al-Shafi, “Synthesis of Peres and R Logic C an scop Communlcatlons
on Applied Electronics, vol. 4, no. 1, (2016), pp. 20-25.

M. Abdullah-Al-Shafi, “Analysis of Fredkin Logic Circ anotech n EfflClent Approach”,
International Journal of Hybrid Information Techno vo 9, no. 2, (2018), pp. 371-380.

A. Sarker, A. N. Bahar, P. K. Biswas, and M. d, “A nov sentatlon of peres gate (pg) in
quantum-dot cellular automata (QCA)”, Euro@ |ent|f|c Jo ol. 10, no. 21, (2014), pp. 101-
106 .

C. S. Lent and P. D. Tougaw, “Lines actm dot cells: A binary wire”, Journal of
Applied Physics, vol. 74, no. 10, (1993 27-62

A. Imre, G. Csaba, L. Ji, A. Orlov, Bernsteln a . Porod, “Majority logic gate for magnetic
quantum-dot cellular automata”, voI 31 5758, (2006) pp. 205-208.

E. N. Ganesh, L. Kishore a J S Ran “Implementation of Quantum cellular automata

Nanotechnology and Ap jons, vol. 2 (2008), pp. 89-106.
K. Walus, T. J. Dysatf, “Jullien a . Budiman, “QCADesigner: A rapid design and simulation
tool for quantu lular auto Transacnons on Nanotechnology, IEEE, vol. 3, no. 1, (2004),

pp. 26-31.

combinational and sequential circuits us! ty logic reduction method”, International Journal of

R.J. Ba 01rcu1t d651g yout, and simulation”, John Wiley & Sons, vol. 18, (2011).
W. Liu stava . O'Neill and E. E. Swartzlander, “Are QCA cryptographic circuits
resistant er anal k"” Transactions on Nanotechnology, IEEE, vol. 11, no. 6, (2012), pp.

1239-1251.
S. Srivastava, A. A@, S. Bhanja and S. Sarkar, “QCAPro— an error power estimation tool for QCA

circuit desig@ ational Symposium on Circuits and Systems, IEEE, (2011), pp. 2377-2380.
Authors

llah-Al-Shafi is currently a B.Sc (Engg.) student in Information and
|cation Technology (ICT), Mawlana Bhashani Science and Technology
ty, Bangladesh. He has authored papers in international journals and conference.
research area includes Quantum-dot Cellular Automation, Intelligent System,

Distributed Computing and Wireless Sensor Network.
https://www.researchgate.net/profile/ Abdullah_Al-Shafi

Ali Newaz Bahar is currently working as an Assistant Professor in the Department of
Information and Communication Technology (ICT), Mawlana Bhashani Science and
Technology University, Bangladesh. He has more than 25 research publications. His
research area includes Big Data Analysis, Quantum-dot Cellular Automation, Distributed
Computing and Fuzzy System. https://www.researchgate.net/profile/Ali_Bahar5

Copyright © 2016 SERSC 395



Internat ional Journa | of Multimedia and Ubiqguitous Engineering
Vol.11, No.8 (2016)

396 Copyright © 2016 SERSC





