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Abstract
In this paper, a dynamic algorithm is proposed that is aimed at removing raiqdr f)s
within fixed background video images according to the volume of rai . In

surveillance videos with fixed backgrounds, when the field of vision is obstrugtetl because
of falling rain or snow, obtaining picture information on the .object s difficult.
Therefore, obstacles such as raindrops that obstruct the H fvisi&?uld be removed
from pictures to obtain more specific picture informati € profigsed tEchnique obtains
images on a periodical basis from a fixed backgr; cturedand sses whether there
are raindrops in the present screen among the obtaired imAg%?.p e proposed technique
predicts the volume of raindrops by compari ges obtainedperiodically and removes
raindrops by applying a different dynami rithm b»%

raindrops. This study embodied and %?pg imented=wit

verified that the result was excellent.& \\
%(removal, video surveillance

Keywords: computer visio«&&r%)etectio%

1. Introduction Q \Q\
In modern sociw d-circui t)eﬁ/isions and Internet protocol cameras are used for
nce Q(ﬁ

monitoring the g% icant abnormalities and damages by strengthening
indoor and o, ecurities hotographing specific topographies, natural features,
or interestin as. S technique helps view pictures photographed by cameras
anywhere and anytime gh networks and can monitor interesting areas regardless of
time and place [1].

Several studi@ve been conducted on monitoring techniques that determine the
conditions of objegts through pictures obtained through surveillance cameras. There are
several typ monitoring technologies including those used for registering specific
objects a amining their changes, sensing changes in an area, and removing elements

the%t@mt monitoring. The technology that registers specific interesting objects and
dete

on the predicted volume of
the proposed technique and

s their changes is used to register cars, persons, and other objects of interest and
ine their moving routes or behaviors. The technologies of sensing changes in
monitored areas are used for preparing for damages due to cracks in specific topographies
or natural features, as shown in Figure 1. For example, monitoring waterside structures or
bridges and observe changes to determine the amount of damage occurred. In addition, a
representative technology used for removing obstacles in area monitoring induces the
removal of fog when it hinders the procurement of important information in the monitored
area, as shown in Figure 2 [2-4,8].
This paper proposes a technology for removing raindrops that obstruct the monitoring
of a specific object [5-7]. Currently, the technologies used for removing raindrops from
video images extract raindrop candidates through color differences between prior and
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present images and by using the size and angle of raindrops. Some other technologies use
pixels at locations in previous pictures and replace them at the same location of raindrops
in the present picture because raindrops move downward over time. When the volume of
raindrops is small, replacement with such a method is possible. Further, when the speed of
rainfall is slow, the interval of photographing is important; however, raindrops may not be
obviously removed according to the intervals. When the volume of raindrops is large, the
pixels intended to replace may still be those of raindrops. Therefore, determining the
interval of photographing video images and using a dynamic algorithm to remove
raindrops according to their volume may lead to better results.

In this study, the candidate raindrops are determined and removed by using information
on existing background colors by photographing fixed background videos. In addition, the
volume of raindrops is predicted by repeating extraction process of candidate raingdrops en
a real time basis and obvious pictures are obtained using the dynamic raindr I1%9(}@
algorithm according to the volume of raindrops. %V

Z%ated Work

All printed material, including text, illustrations, and charts, must be kept within
the parameters of the 8 15/16-inch (53.75 picas) column length and 5 15/16-inch (36
picas) column width. Please do not write or print outside of the column parameters.
Margins are 3.3cm on the left side, 3.65cm on the right, 2.03cm on the top, and
3.05cm on the bottom. Paper orientation in all pages should be in portrait style.

2.1. Picture Processing Equipment and Methods to Remove Rain from Pictures

The method to detect and remove rain in pictures involves the removing of candidate
raindrops according to their size, angle, and other characteristics. The pixels of a specific
image and its earlier version are compared, and when the values of red, green, and blue
(RGB) have crossed a certain threshold, they are considered as candidate raindrops. To
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extract false candidate raindrops from among all the candidate raindrops, the raindrop size
and angle filtering that extract false candidate raindrops according to their size and angle
respectively are used. Through such filtering, the final candidate raindrops are obtained.
These are removed by bringing and replacing pixels of the relevant area form prior
pictures without raindrops.

2.2. Rain Removal in Videos by Using Kalman Filter [9]

In [9], an algorithm was proposed for removing raindrops by using a Kalman filter.
Although the brightness of the pixels affected by raindrops increases, they have color
information of the original pixels. Therefore, the original pixels are restored by lowering
the brightness of the rain-affected pixels. In this method, the recursive data is processed
and the brightness value of each pixel may be measured. The advantages of thiSYpethod
include simple processing and using a formula to measure the average i
repetitively in real time. However, because of unsuitable estimated mean e ecursive
data processing needs to be periodically reset. In addition, 4f qnsu § ated mean

values are determined, the scenes in which a small am ram h photographed
and have small weights are selected, and a new mean

2.3. Detection and Removal of Rain from Vide \’
Grag and Nayar proposed an algorithodS\in>which aracteristics of rain are

considered and the raindrops within the res are r ed The rains appearing in
video images is expressed by a (% atio its “dynamic characteristics and
environmental photometry. Thereég, rag ar [3] presented a comprehensive
analysis of visual effects of images eveloped a correlation model. The
correlation model explains ics of r and a physics-based motion blur model.
Based on the correlation medel, an Igorithm for detecting and removing rain
from videos was propos 5‘\6

2.4. Rain Remov % deo@mbmmg Temporal and Chromatic Properties [10]

Zhang an posed a d in which visual and color characteristics of rain
within pictu e alIn ated and a new rain removal algorithm is used. Visual
characteristics refer to characterlstlcs of rain failing to cover entire pictures and
color characteristi fer to the RGB values of pixels changed by rain. This
technique finds@emoves raindrops in static or dynamic pictures through these

two characteris he algorithm proposed by Zhang and Li may be applied to both
moderate%éseavy rains.

(@sed Algorithm

algorithm proposed in this paper is divided into three parts. In the first part, the
interval of obtaining images is determined. The locations of raindrops differ according to
intervals, and the intervals of obtaining images play an important role. In the second part,
candidate raindrops are extracted using colors in the fixed background. The volume of
raindrops is predicted considering the rates of extracted candidate raindrops on the screen.
In the final part, raindrops are removed according to the volume of the estimated
raindrops by using a dynamic algorithm.
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Ny, image Ni-3 image

Figure 3. P %btaln%\;é Certain Interval

3.1. Picture Photograp r@nterval\&

The algorlthm in thi p)$ér obtains images from surveillance videos at a
certain interval. T ges qQbtaitved at a certain interval are compared with the preceding
images. The '%br comp s explained in Section 3.2, is that they are used for
extracting c@te rajnd and measuring the volume of raindrops. The interval of

obtaining images from
this paper. Raindrop

s plays a very important role in the algorithm proposed in
in the downward direction over time, and therefore raindrops
in the images o from pictures will move downward over time. The key to the
algorithm is re g the pixels including raindrops with those without raindrops by
comparing’p'\i?s in which raindrops are located in the current images with the pixels in
the same@a ion in previous images. Therefore, when the interval of obtaining images
from pj S is too small, the pixels where raindrops are located overlap and the result is

. Further, when the interval of obtaining images from videos is large, the
locatjons of raindrops in continuous images will be sporadic. Thus, the interval of
obtaining raindrops from videos is very important. In Figure 3, images are obtained at a
certain interval.

3.2. Extraction of Candidate Raindrops

Raindrops increase the brightness of a photograph’s background. When pixels in the
relevant location are compared between versions of the same picture with and without
raindrops, brightness is observed to have increased for the picture with raindrops.
Therefore, to extract raindrops, brightness of the current image must be compared with a
prior image and the pixels whose brightness has been heightened must be extracted.
However, passing objects or small changes in light, may be wrongly extracted as
raindrops. To avoid such wrongly extracted raindrops, the threshold value and the color of
the background are utilized. The relevant video image shows a fixed background, and
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therefore its color information can be known. Pixels are usually composed of RGB color
models. An RGB color model expresses colors in a mixture of red, green, and blue. The
model has information on colors only, and is not appropriate to embody a computer vision
algorithm. Therefore, it should be converted into a color model in which brightness
elements are included. A hue, saturation, and value (HSV) model is a color model that
expresses colors into hue, saturation, and value. Therefore, by converting the RGB color
model into its corresponding HSV color model and utilizing the V value, the brightness of
the current and prior images are compared.

V < max(R,G,B)
V —min (R.G.B) iFV £0
S « V
0 otherwise

60(G — B) S

7—min(R, G, B) VIR, 6

H e {120+ 60(?;(;? @ Q)
240+ P0R—C

V —min(R,G, S
As shown in equation (1), when RGB odel isCconverted into the HSV color

model, V becomes the largest value amor G an ements of the relevant pixel.
As mentioned earlier, raindrops w@ e br| of the relevant background, and

1)

therefore the relevant pixel is cons a rai he largest V value is the same for
the prior and current images. he Ia stelement among R, G, and B values of
the increased pixel and that relevant Qixel W|th no raindrops must be the same for
the existing known backgpeund. Flg:rs% ws the flowchart for extracting candidate

raindrops. First, the cu es are converted into the HSV color model
GB colar mddel. By comparing the V values of the current and
which V value has increased is extracted. Further, from the
hose larg an Vipresholg are extracted. Here, V yreshora 1S @ Value used

@&t resulting from small changes in light. After applying the
ki

prior images, the pg
extracted V
to filter out ¢
threshold value, the lar ement among the R, G, and B values of the relevant pixel in
the previous and pre ckground images are compared, and if the largest elements are
the same, they a idered as raindrops, and candidate raindrops are thus extracted.
Figure 5 shows date raindrops extracted through the relevant algorithm. The volume
of ramdrop\ be predicted through the amount of extracted candidate raindrops in the
screen.

Q)Q
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Converting the current image and the previous image
into HSV color model and Comparing V

!

Extracting a pixel whose V is larger than Vol

1

Comparing the elements of prior background
max(R,G,B) and max(R,G,B) of the remaining pixel
and extracting candidate raindrops

Figure 4. Flow Chart for Extracting Gandidate Raindrops

Figure 5. Candidate Raindrops

3.3. Algotithm to Remove Raindrops

Thisssection shows the removal of raindrops from images by utilizing the volume of
extigcted candidate raindrops and predicted raindrops. The dynamic algorithm is applied
according to the volume of the predicted raindrops.

3.3.1. Small volume of Raindrops

When the volume of raindrops is small, five frames, among which, one frame
from the present images and four frames from the previous images are used for
removing raindrops. Here, five is an arbitrary number. When the volume of
raindrops is small, an algorithm utilizing the largest frequency value is used, and
therefore it is good to use five or more images. The use of considerable images
decreases the nature of real time, and raindrops are continuously discovered in the
selected relevant pixel making it unsuitable. Figure 6 shows brightness and location
of raindrops of the relevant pixel selected as candidate raindrops over time. As
shown, when raindrops appear in the relevant pixel, the brightness of that pixel
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increases. When raindrops do not appear in the relevant pixel, the brightness is
maintained and may change by the appearance of other objects or small light.
Therefore, when the volume of raindrops is small, the algorithm for removing
raindrops replaces the candidate raindrop pixels with the relevant pixels by
calculating the most frequently occurring values of R, G, and B among the pixels at
the same locations in the current image and in four prior images, that is, in the five
images. Nonetheless, there are cases when the most frequent occurring value does
not appear and in such cases, information of the fixed background is used. By using
the Euclidean distance of R, G, and B of the fixed background and those of the five
images, the minimum value is calculated, and raindrops within the image are
removed by replacing the relevant pixels.

Brightness

t-4 S t-3 *.E? 1 t  Time
Fi@vher&mjme of Raindrops is Small

3.3.2. Large%o R@\dgps

When the volume of, raindrops is large, the frequency of raindrops appearing in the
pixels increases th en the volume of raindrops is small. Therefore, when the most
frequently occurri lue is used, there might be instances when the pixels are replaced
with raindrops rather than the background. Figure 7 shows the situation when the volume
of raindror@%rge. Moreover, the pixels in such a situation appear frequently. Therefore,
pixels w rightness is lower than the threshold value are selected from among a
mipi @of 10 images, and the average values of R, G, and B among the pixels is
c%ed to replace the relevant pixel and remove raindrops. The minimum value is not
usedecause brightness decreases due to the presence of other objects.
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Brightness

t9 t8 t7 t6 t5 t4 t3 t2 t1 t Time

Figure 7. Large Volume of Raindrops v

4. Experiments \%

To examine the effect of the algorithm prop

was embodied and experimented. Only the ca ent e of raindrops was
small was tested because it was |mp055|ble‘5djust the volyme of raindrops or have
rain drop.

4.1. Experimental Setups
Table 1 shows spemﬂcaﬂcﬁ@ rver al era hardware used in this study.

Table 1. S eC|f|cat|ons e Server and Hardware

Ser \V Camera
oS \A\%mdowg 7 &but Model IMC — 8218

CPU ,AY 17-450054.8GHz Network Interface IP NETWORK
4GB

RAM N\Y Sensor type & size CCD 1/1.8”

Developmeht.Tool t@g Visual Studio Pixel 3.69x3.69um
2010

Video Resolution 1920x1280 (HD)

Frames 21 fps

Picture preprocessing device

Figure 8. Equipment to Obtain Fixed Pictures
Figure 8 shows the equipment to obtain fixed pictures. This equipment comprises a

camera for obtaining pictures, a picture-preprocessing device, and a network switch. The
picture-preprocessing device is also used as a server.
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The software for picture processing extracts candidate raindrops through the proposed
algorithm from the images obtained at a certain interval by the camera. The camera
transmits images to the server at a certain interval through the equipment used for
obtaining fixed pictures. The server compares brightness of the transmitted images with
that of the preceding images and extracts candidate raindrops by using the color of the
fixed background. Next, the volume of the extracted raindrops is determined, and an
algorithm to remove raindrops according to the volume of raindrops is dynamically
selected.

(b) After Improvement
Q\ Figure 9. The Pictures after Removing Raindrops

4$perimental Results

In this experiment, a raindrop removal algorithm was applied when the volume of
raindrops was small. Figure 9 shows a picture in which the proposed algorithm was
applied and raindrops were removed. The images from which raindrops were not removed
shows raindrops obstructing the field of vision of the interested object. After the
application of the algorithm, clear images were obtained because there were no raindrops.
Figure 10 plots the rate of raindrop removal according to the number of input pictures and
the rate of raindrops. In the proposed raindrop removal algorithm, the largest frequency
value should be used when the volume of raindrops is small; therefore, the experiment
was conducted by inputting an odd number of pictures. The rate of raindrops was varied
according to the number of input pictures, and the rate of raindrop removal was measured.
When the rate of raindrops was 10%, the rate of raindrop removal was verified to be more
than 95% regardless of the number of input pictures. When the rate of raindrops was 20%
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and 30%, more than 90% raindrop removal rate was verified if improvement was made
using nine or more images.

100%
90%
80%

Rates

70%
§ 60%

Remo

S 50%
S 40%
| .

2 200
£ 30%

o
20%

10% rop Rates — 30%
ndrop Rates — 40%
0%

Numl;@f nput Pictures
Figure 10. R@ Rem vaﬁe According to the Number of Input
Elfﬁ

Q s and Raindrop Rate

5. Conclusion bg)

In this paper, ‘(bﬁamic algorithm is proposed that considers the volume of
raindrops and @ﬁed at removing raindrops within a fixed background video

image. In existing technologies, R, G, and B values of a certain image and its
earlier v are compared or the angle and size of raindrops are used to extract
raindr addition, a model using the color of raindrops and their dynamic
c stics is used to extract and remove raindrops. However, in this study,
p@ brightness was compared by receiving video images from a camera at certain
intervals, the final candidate raindrops were extracted using information on the
fixed background, and the volume of raindrops with the volume of candidate
raindrops within the pictures was predicted. Further, a dynamic algorithm is
proposed, which considers the volume of raindrops. In addition, a program applying
the proposed algorithm was developed and tested, showing a better result. The
proposed raindrop removal algorithm removes obstacles obstructing information,
which is intended to be obtained from pictures and may be helpful for obtaining
more precise picture information on the objects. Future research will increase the
number of images necessary for efficiently removing raindrops, and a more
profound raindrop removal algorithm will be proposed.
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