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Abstract Y’

This paper provides A performance analysis and |mplementat|on een Proxy
Mobile IPv6 (PMIPv6) and partially distributed mobi |ty nagem ) network
architecture. The simulation results indicated DMM net ks erf rm tter benefits than
PMIPv6 network by analyzing packet delivery 6 point-to-point

utilization.
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1. Introduction

of interconnected devices, e on de a or “imperceptible latency” with tactile

With the increasing volum esSI %{Ie data \&and massive increase in the number

internet, and nearly 100% reliabitity WI rnet of Thing service [1], IMT-2020 (5G)
provides a Fifth- Generatlo G) systeq eet new and unprecedented demands. Along
with these objectlves uted mo anagement (DMM) has recently emerged as a

broken out locall ertot g (| e., offloading the network core) and exploiting the
use of differ ays fo ¢ with dlfferent connectivity and mobility requirements.
Apparently, h is a suitable candidate for mobility management in future
5G dense deploymen

A number of g ted mobility management schemes have been proposed in

new paradigm t% a flat a erX|bIe mobility architecture, allowing traffic to be

literature. For t uirements and DMM network architecture issue, Liu et al. [3-
5] define L uirements and provided a flattened 3GPP network mechanism,
while Chq\ al. [6] introduced several SIPTO/LIPA scenarios based on DMM.
For th bile Node’s (MN) location management issue, Giust et al. [2,7] and
b et al. [8] proposed a method by querying the Central Mobility Database
and Software Define Network (SDN) and Domain Name System (DNS)
serv r to acquire the MN’s location information. Kim et al. [9] and Jung et al. [10]
proposed a multicast or point-to-point search mechanism to find an MN’s location.
For the MN’s data flow issue, Sun et al. [11] presented a novel solution that
supported different IP data flow by multiple IP interface. However, those proposed
mechanisms did not give a specific implementation mechanism and feasibility
analysis. For the performance analysis issue, Shin et al. [12] analyzed the simulation
data which showed DMM mechanism is more suitable for sensitive delay and
tolerance than Proxy MIPv6. Giust et al. [13] and Kim et al. [14-15] showed signal
control and data transmission cost analysis. However, those performances are all
cost-based analyses, which are short of the comprehensive and systematic study.’

11 *Corresponding Author: Xiaobo Li, Email: Ixb@Isu.edu.cn

ISSN: 1975-0080 IJMUE
Copyright © 2016 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol.11, No.8 (2016)

In this paper, the partially distributed mobility management (DMM) network and
PMIPv6 network were evaluated in OPNET simulator [16] by analyzing the
different performance metrics, such as packet delivery ratio (PDR) and CPU point-
to-point utilization. The simulation results indicated that performance analysis of
DMM network performs better than PMIPv6 network.

2. Network Architecture and Simulation Methods

2.1. Overview of Partially Distributed Mobility Management

DMM aims to adapt existing IP mobility protocols such as MIPv6 and PMIPV6 to
the emerging flat IPv6 mobile networks architectures. It intends to distribute and

partially DMM mechanism only separates the data plane, where the D
manage the data without going through the CMD. In addition, DM
reduce the tunneling overhead, global network mgnahg%loads, p

cost and end-to-end delay, etc.

As PMIPv6-based partially DMM approach, 0@ igufe 1, which is required
to implement the DMM requirements at each‘ enceq it isYguaranteed that the
MN is always attached to an AR that can @}Iity anchor, named
Distributed Mobility Anchor Router (DM M his aII s the MN to always initiate
new sessions using the current IP a [17] %}ata traffic is then routed
optimally without tunneling. Wh an IP handover before

terminating these data se35|ons t xchange the distributed proxy
binding update (d-PBA) and ted pr dlng acknowledgement (d-PBA)
message with the CMD, a I IS then ished between the new DMAR2 and

previous DMARL. In order to be abl send a d-PBU from new DMAR2 and
CMD, the blndlng ca bidi e list should be created in corresponding
DMARs and CM
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Figure 2. A Proposed MN’s Detection and Data Forward Mo x)

One of the main challenges of network-based D solution s@a DMAR
knows MN’s attachment or handover and how to %an MV\@ ultaneously
send/receive traffic which is anchored at dlfferen This paper proposed an
MN’s detection and data forward policy as show Figure 2. The
distributed logical interface (DLIF) concep ] is wd in the proposed
scheme. Whenever MN undergoes an | andover r achment in DMARs,
DMARs create a distributed logical inter 0 co ate (point-point link) with
MN, exposing itself as a logical r W|th CIfIC MAC address (e.g.,
36:02:86:23:08:01) and IPv6 ad re ) using DLIF (mnldmars). The
IP sessions will be malntal n the lifetime.

2.2. Overview of leference betWeen P and DMM

The main difference n PMI partially DMM network, shown in Figure 3,
is the partially di t'r categor ch consists of de-coupling the entities that
participate in the o contr nes the data plane is distributed and managed by the
DMARs which pser to p ogical of MN, while the control plane, besides the
DMARSs, rel a centr |ty entity. The main objective of DMM is exploiting
the use of different g ys for traffic with different connectivity and mobility

requirements. (z

Handover ™ IP1 IP2
< o

A% P1*low P2 flow
! -
! P! /
~ ‘ (/
8 MNL QMNZ

(a) PMIPV6 network architecture (b) DMM network architecture

Figure 3. Difference Between Pmipv6 and DMM Network Architecture

2.3. Simulation Environment

The simulation scenario in OPNET simulator is proposed and illustrated in Figure 4.
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Figure 4. Simulation Architecture Between Pmipv6 and DMM Netvw

One of main objectives of DMM is to alleviate the scalability is $¢M|Pv6
Another challenge for the DMM solution is related to the fréguent m f MN. An
MN can frequently move to several locations and p hando siich that home
c

network prefixed. In order to evaluate the above E: igure 4, one scenario

is multiple MNs will move from DMAR1 (MA 6) in both ways in
PMIPv6 network and DMM network. The other ario i
several CNs while performing multiple handan both n%

ill communicate with

2.4. Simulation Parameters % \
The simulation parameters fo t\@ ario K strated in Table 1.

Table 1. T ommor@mulatlon Parameters

Pg‘gb\eters ‘\(\ Value
AGs 2 km
ackets/sec) | 0.01,0.025,0.05,0.1,...,18,20
3m, 5m, 7m
S Mobsity 60 km/h

MN StaxtSMloving Time 180 sec

Wation Time 1380 sec

3. Performan@nalysis and Discussion

3.1. Distribytéd Concept Evaluation
%u@cted in Figure 4, MN will move from DMAR1 (MAG1) to DMAR6 (MAG6)
MIPv6

an rn back to the DMAR1 (MAG1). Figure 5 shows the mobility connectivity in

P /DMM network. It was found that in Figure 5 the continuity of the connectivity
was changed.
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changed from number 1 to number 6 as presented in Fi% and w anged back
to number 1. It means that MN can support the best copresti i
MN was moving in PMIPv6/DMM network. 96
One of the main characteristics of the DMM n kis w
h

| separate data plane

and control plane comparing with PMIPv6 ork. It mea e data packet will be
distributed on each DMARs, which will n rough t!%enter mobility anchor point.
In Figure 6, MN sent all tunneled data t ~which is iﬁsr epted by DMAR1 while MN

is moving out its home domain (D . W @I attached DMAR2-DMARG6 and
went back to DMAR2, each n a‘ctac%6 oint will receive the tunneled data
th

traffic from DMARL. It can gconglu at the uted concept is logically correct with

a developed DMM node model. o

° & &Ied data traffic sent/received

Tunneled data traffic sent/received

Q\’ Time in Minutes

@ Figure 6. Tunneled Data Traffic Sent/Received in DMM Network

3.2. Effect of Volumes Data Traffics

One of the main objectives of DMM is to alleviate the scalability issue of PMIPV6. It
means DMM solutions should be able to handle sessions and increasing volumes of
mobile data traffic. Therefore, the comparison of CPU utilizations of CMD and LMA and
the packet delivery ratio were done and evaluated in DMM and PMIPv6 network,
respectively.

The simulation scenario was proposed as MN communicated with multiple CNs while
performing several handoffs. The data traffic generated rate is changed from
0.01packet/sec to 20packets/sec in order to evaluate the performance of increasing
volumes of mobile data traffic. Meanwhile, multiple CNs generate this data traffic at 3
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minutes, 5 minutes and 7 minutes in DMAR1 (MAG1), DMAR2 (MAG2) and DMAR3
(MAG?3), respectively. It means MN will communicate with several sessions while MN in
handoffs.

0.0035631 - CPU Utilization
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Figure 7. CPU Utilization as Data Packets \ﬂ ed ultiple Cns
The simulation results are shown in Figure uﬂWodels the IP packet
forwarding delays and application processi Iays in tEe e. In the result graphs,
CPU utilization of CMD node in DMM k is m sser than those of LMA in
PMIPV6 because data packets in DM strlbut across all DMARs, while all data
traffic in PMIPv6 are transmitted b;@ It also can be seen that the CPU
utilization is not affected by increa Ium a traffic.
Packet delivery ratio (PDE@ s the ratio Detween the number of packets delivered
to the receiver and the number o packe by the source. Figure 8 shows the similar

trend of PDR in DMM an IPv6 With the increasing volumes of data traffic.
It means the PDR is n@;cted too as the data traffic varies.
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Figure 8. Packet Delivery Ratio as Data Packets Changed with Multiple Cns

3.3. Effect of Network Size

The other challenge for DMM solution is related to the frequent movement of MNs and
handle with several MNs. It means MNs can frequently move to several locations and
performs several handoffs.

The simulation scenario was proposed as the number of MNs vary from 1 to 25. The
data traffic generated rate is run 1packet/sec. In general, the high density of a network size
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may increase the contention and cause network congestion, while also increasing the data
traffic lost.

In Figure 9, the CPU utilization in LMA of PMIPv6 network is higher than it is in
CMD of DMM network. It also can be seen that CPU utilization will increase sharply as
the number of MNs vary from 1 to 25. In DMM network, it seems to not be affected much
by varying MNs that seem to increase the volumes of data traffic. The reason is that all
data packets will go through the LMA of PMIPv6 between MNs and CNs with the large
number of MNs. However, the data packets will not be managed by CMD of DMM
according to the properties of DMM solution.

CPU Utilization

0.002 -
== . .(\

0 =

1 5 ° or of MNs\&o 20 25
Figure 9. CPU Utlllé@% Mns from 1 To 25

As depicted in Figure 10, perfqrm@@e of packet delivery ratio in DMM and
PMIPv6 network shows a, similar do nd as increasing the volumes of MNs.
However, the PDR of perfor er than it in PMIPv6 network. With a large
number of concurr raffic, extrascontrol traffic causes less available bandwidth for
data traffic and m%v chancesﬁ%packet loss due to collisions and interface overflows.
O

Packet Delivery Ratio

10 15
Number of MNs

Figure 10. Packet Delivery Ratio as Varying MNs from 1 to 25

4. Conclusions

One of the main objectives of DMM s to alleviate the scalability issue of PIMv6.
DMM solution should be able to handle several mobile nodes and sessions. Another
challenge for DMM solution is related to the frequent movement of mobile nodes. A
mobile node can frequently move to several locations and perform several handoffs such
that how multiple home network prefixes registered DMAR (both anchor and new
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attached). This leads to a significant impact on how DMARs find the accurate location of
mobile node and forward the data packet to the bi-directional tunnel.

This paper shows the main differences and a comparative study between PMIPv6 and
DMM network architecture. In order to evaluate the MN’s frequent movement and
perform several handoffs and several MNs and sessions, the performance of CPU
utilization and PDR are implemented in OPNET. As simulation results have shown, while
data packets changed with multiple CNs or varying MNs form 1 to 25, it is concluded that
DMM performs good benefits than PMIPV6 in the CPU utilization and PDR.
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