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Abstract

In this paper, we propose an efficient technique for an iterative soft i

(SISO) decoding algorithm of block turbo codes with gonstituen
Pyndiah’s iterative decoding algorithm for block turbo suppor rjous code rates
a&% e in an additive

by using concatenation, and shows high bit error rat
white Gaussian noise channel (AWGN) environmm tejglse) coding progresses.

Bl

However, one disadvantage of this code is that t ay i during decoding with
an increasing number of iterations. By ying sy, dr e-based iterative SISO
decoding and iterative SISO decoding u3| alpha® yé we could obtain high BER

aximum likelihood decoding

performance. In addition, we propos SO hy
(SISO-H-MLD) algorithm which achp@alm% e performance as SISO decoding

while reducing the number of&
Keywords: block turbo codes Hamnﬂq@de hybrid maximum likelihood decoding,
SISO

1. Introductlon\QQ

Pyndiah’s rbo co ﬁort various code rates by using concatenation and
boast of hig perferndance, which is close to the Shannon limit in an additive white
Gaussian noise (AWG annel environment through soft input soft output (SISO)
iterative decoding [L78]BER performance improves with an increasing number of
iterations, howey, complex structure of iterative techniques and the log likelihood
ratio (LLR) cal ons result in a greater delay [4]. The complexity of calculations can
be reducedlﬁg the low-complexity SISO algorithm proposed by Benjamin Muller, but
redundantiterations accompanying the increasing number of iterations result in a greater

del 5|gn|f|cant improvement in the bit error rate (BER) performance [5].

Ive the aforementioned problems, Lim and Song proposed a method to halt
e decoding through a syndrome check [6], and inputted an alpha value into the
decoder to enhance BER performance [7]. To improve BER performance while reducing
the number of iterations, we propose a SISO-hybrid maximum likelihood decoding
(SISO-H-MLD) algorithm, which is a combination of hybrid maximum likelihood
decoding [8] and SISO decoding. Further, a performance comparison between the
proposed algorithm and the conventional techniques in an AWGN channel environment is
presented.

The rest of this paper is organized as follows: Section 2 explains the encoding process
of block turbo codes, and Section 3 introduces the low-complexity SISO decoding
algorithm proposed by Benjamin Muller and discusses the problems with it. Section 4
describes the existing SISO decoding technique of block turbo codes by using an alpha
value, and Section 5 proposes a SISO-H-MLD technique for block turbo codes. A
simulation is carried out for a comparative performance analysis between the existing
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techniques and the proposed decoding technique. Finally, Section 6 provides the results of
the simulation, followed by the conclusion.

2. Encoding for Block Turbo Codes

In this paper, we use the product code for the encoding of block turbo codes, BPTC
(196,96), as an example. First proposed by Elias, this product code generates a long code
with an error-correction ability by using a two-block code (By,B5) [9]. The encoding of

block turbo codes follows the matrix shown in Figure 1 [10], and consists of the
following:
Step 1) The information vector M, in the form of a 9 x 11 matrix, is aSS|gned to the

message Ig, I3, ==, I35, as shown in Figure 1. The difference between 99 bits a S.IS
3 bits, and these are filled by B{0), R(1), R(2) with all zero values.
Step 2) By using (1), the information vector M geneﬁ%ﬂ%e 9 u &aﬂlx using
the generator matrix iz, where - refers to the mult
P = § 1
A 9 x 4 matrix in the 9 % 15 matrlx arlty the code.

Step 3) P is transformed into @9} pose @(Pi to generate a 15 x 9 matrix,
and P; is produced by (2), den \t‘ne 9% 13 generator matrix for the

shortened Hamming code %9) as showr\; igure 3.
Gyg (2

The difference m@ 195 b)%tn; 196 bits is filled by adding H3=0, corresponding
to 1 bit. Q

Information Bits 1(0) ~ 1(95)
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Figure 1. Matrix Structure of Block Product Turbo Code (196,96)
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Figure 2. Generator Matrix of Hamming C ode (15,11)
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Figure 3. Generator Matr' ammi%c de (13,9)

3. Low-Complexity SISO &
Block turbo codes are d usmg terative decoding, which outputs soft

values. As the number of |terat|ons incre uring decoding, the reliability of the final
output LLR increases, eby emg the BER performance. However, one
disadvantage of this it decodm nique is the greater delay that can be caused by
complex calculatlon an in smg number of iterations. To solve this problem, in
this paper, wi gam u mg the low-complexity SISO decoding [5] proposed
by Benjaml Smc coding relies on an error table, error syndromes are first
calculated th a sy check and then, an error table corresponding to each error
syndrome is genera r Hamming code (15,11), the code length is 15, and the

generated error Y& accounts for 21% — 1 cases. The error syndrome 5 is derived for
all error vectors t

simplicit \his paper, we only consider error patterns with less than or equal to three
errors. e possible error syndrome values are equal to the row vectors of H;. The

ugh binary operation using the transposed matrix H,. For the sake of

er ble for Hamming code (15,11) with less than four errors is denoted by
T,=(TL T2, TY), where T} represents the error table for the i-th syndrome.

Completing this process, we have 15 error tables for Hamming code (15,11). Since
Hamming code (13,9) is a shortened version of Hamming code (15,11), we produce the
error table Ty, = (T, T;-, -+ T for the shortened code.

When error tables T, T are generated, the signal r received through the AWGN

channel is calculated as follows:

Copyright © 2016 SERSC 123



International Journal of Multimedia and Ubiquitous Engineering
Vol.11, No.8 (2016)

ES' 2
EKP(—E (r—1) 3'_4.53

=—r
No

C=1In E, -
EXP(—E r+1)%) @)

The calculated channel value € is soft information, which is converted to d via a hard
decision to obtain the error syndrome 5. A decision of 0 is made when the polarity of i
rows and j columns is positive (+), or 1 when the polarity is negative (—). During the
syndrome check, the information is considered reliable if the error syndrome is 0.

Otherwise, an error table that matches the error syndrome is searched among the
generated error tables.
For instance, let us assume the error syndrome (1 0 0 1) from the syndrom k for

the channel value € and the parity check matrix Hys of Ha‘§ing cod 11). Since the
error syndrome {10 0 1) is the same as the first colu or of theMpdrity check Hys,

we choose the error table T3 from T, = (T2, T2, . x)

000000 0o0D1001
oooQuO o011

o000 ’& 1;I1EI 0 1
%ﬂ{m@&ﬂﬂﬂﬂ

1000000 ooooO0OD

Where, the number of ﬂors in Errir@e T2 is confined to less than four. After

completing this procgss‘6 e(4)t in the probability P; for the incoming codeword.

N p— UL
>, “QQ’ * 1+ exp(ic) @

The prob ’; be or@ P; when we use the row vector &; of the error table and (5).
6 P; if g;; =10

O pi:l__[[i.—ﬂ-ifei;zi
j ©)

By sumf%g'the calculated probabilities P; and normalizing them to 1 as shown in (6),

exp(1¢;1)

we obtai normalized probability P;. P; denotes the probability of the input channel
val I@ the error pattern of e;.
p.
Pi = _:.
P (6)
For the SISO iterative decoding, the LLR value for the j-th code bit is given by
P'[q = +1|:r":,'|
LLE=In=———"—
P(g; = —1|r) )
where
Blay=+r)= ) P
3 e ®)
P(‘?}' = _1|T} =1- P(‘?}' = +1|T} (9)

When the low-complexity SISO algorithm is applied to the block turbo code, iterative
decoding is carried out by the two decoders connected in series with the deinterleaver and
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the interleaver. A syndrome check is performed on the received information signal
entered into the decoders. The input information becomes the estimated codeword if the
error syndrome is zero, which implies that the data entered into the two decoders are
error-free. There can be some other cases of the zero syndromes as the number of
iterations increases. This case can cause the absolute value of LLR to become so high that
the decoders may not function properly when the {+2=) values are entered with the inner
and outer decoders operating on each other. This is a serious problem with the syndrome-
based SISO turbo decoder. To prevent {2z} from occurring in the final output values, an
optimal value in the range of 1-2 is applied, as verified in the simulations of the previous
research result [6].

mg}ya{nin
pable of

ulation on

4. Iterative SISO Decoding Using an Alpha Value

In order to enhance the performance of the technique developed fr
Muller’s method [5], this paper introduces an iterative decoding techniq
achieving outstanding BER performance using an alph tained

D’%gd ced by adding

turbo decoder [7]. Figure 4 shows the structure of iter oding p
an alpha value retrieved from simulation on tur e@er conr&ey n series [11-12].
Here, ris (2, 2.1, 2.2, 2.3, 2.4, 25, 2.6, 2.7, 2. ) as w reases from 1dB to
10dB at 1dB interval. The SISO algorithm of turbo codes us% alpha value consists of
the six steps outlined below. % o

Step 1) Since the output decoder has hxl ut value duririg the first iterative decoding,

SISO decoding is performed with C a % put ar@ value in the inner decoder. When
decoding is completed, a reliable @; giverggt nal output of the decoder.
i

The output value of the is der sing the improved syndrome-based
iterative SISO decoding algori previou%e cribed in Section 3.
Step 2) The deinterleaved 7= ~*(LL N Itiplied with & obtained from simulations

and it is entered into .th% decode&
Step 3) The input 1 X a) lsad 0 the output LLR,through SISO decoding. The

output LLR, is ca}@ d wi fterleaved =1 (LLRy), and the first iterative decoding
ends.

Step 4) g theys d iterative decoding, the value obtained in Step 3 is
interleaved by w[LLR (LLRy)] and multiplied with @, and then, it is entered into

the inner decoder tog’@er with the channel value . The input values give a new output
value of N_LLR h the SISO decoder.

Step 5) The outptt N_LLR, is calculated with T[LLR, —m~*(LLR,)], deinterleaved by
n[N_LL [LLR, — m~*(LLR,)]] and multiplied by & before being entered into the
outer dec :

[@ The value entered into the outer decoder provides a new N_LLR, once SISO
d%g is completed. The third iterative decoding and beyond follows the same
procédure as the second.
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Figure 4. Serial Structure@@o Dec r
A greater delay is caused by redundant ite ccomp the increasing number

of iterations. A syndrome check is performea%all the d columns of the output
values from the inner and the outer deC& and the'p‘ em is resolved by stopping
iterative decoding when the syndrome

5. SISO-Hybrid Maxim @EHI’]OO& oding

It is true that decoding must b perfoﬂx@nth a high number of iterations in order to
attain high BER performar@e) Howe g so results in a greater delay because of the
increased complexity e calcul . In this paper, we propose a SISO-H-MLD
algorithm that ach ﬁy utstanding BER performance while reducing the number of
iterations. This.a m f|r onms a syndrome check on all the rows and columns of
the output L’ fro ter decoder by using alpha values [7], and then, applies
hybrid maxi I|keI| codlng [8] when the error syndrome is not 0.

The proposed dec% echnique is explained below with BPTC code (196,96) as an

example.
Step 1) The @Y LLR of the outer decoder converts the 13 x 15 matrix into its

transposed&xi form.
Q xLleLu"' Xy12, X113
Xo1sXzzer X212y X213
O X :

X1g1, X152, X151, X153
Step 2) Between Hamming code (15,11) and Hamming code (13,9), Hamming code
(13,9) has a shorter code length. Its generator matrix (ry5 is classified into G, and (.

Do
g1
G, =8z
ek
Gz

gs
Gs
as
gg

sz
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Step 3) Let Z, consist of the 2% binary vectors corresponding to the generator matrix
(z,. Then the generator matrix &, produces the candidate codeword I, by using (10) and
a modulo 2 operation. Similarly, the generator matrix &, produces the candidate code
vector W, by using (11).

'13' '13' o
(2} ::, a1
W, = E = E © g2 (10)
' ' 83
I":S I":S-
W, ) a ) G4
(1} (1) °
Wy . ol gs x)
p—| w2 | 2|22 | |oe >
Wy, i i g? 6 (11)
1'2"‘} 1'2"'}
b b a i
Step 4) Let x be a row vector of X. Further, (12 | ed ce £ where
n=1~2% ‘ )

OO = Ll [ (-1, @ s m] (12)
Step 5) The candidate codeword I, s ¢ ated Wlt as (13), and the result 1<}
is stored in the memory buffer I7, whe % 1rv

K £
w K = [ _‘hkr (=1 (= 1}% 5 * f '::2:' (13)
% f{l!"}
where '& \a
S Y, [

Step 6) If the %m value of U7 is selected, then two binary vectors, z,'f} and zgﬂ,
corresponding te\the location index of the maximum value form the decoded message
vector m AE, z;_;f"} for the x of X.

Step 7 process is repeated for all vectors of X.

q above process is completed, the decoded LLR takes on the form of 15 x 9
tain the 11 » 9 message symbol from the block turbo code.

5.1. Performance of the Proposed Algorithm

In this paper, we compared the performance of the conventional alpha-based SISO
iterative decoding algorithm with that of the proposed SISO-H-MLD, as shown in Figure
5. The figure shows a comparison of the BER performance of the existing technique with
the number of iterations ranging from 1 to 5 and that of the proposed technique with one
iteration in an AWGN channel environment. The result shows that SISO-H-MLD shows
almost the same performance gain as the iterative SISO decoding algorithm using an
alpha value after four iterations.
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Figure 5. Performance of Block Produ 6,96)
6. Conclusion
In this paper we have proposed an e t SISO— 3 algorithm for block turbo
codes. This algorithm can obtaln th er B rformance than the conventional
iterative SISO decoding algorlth ue while reducing the number of
iterations. To show the ce of proposed decoding algorithm, we
demonstrated the decoding Iock «prgduct” turbo codes in an AWGN channel
environment, which sho Imost the performance gain as the iterative SISO
decoding algorithm qsmg Iphav irrfour iterations.
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