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Abstract 

In allusion to the prediction of the stock return rate, this paper has proposed nonlinear 

combined prediction method based on EMD (Empirical Mode Decomposition) and SVMs 

(Support Vector Machines). The method has divided stock return rate series into several 

components of different frequencies using EMD technology, getting three new sequences 

by grouping superposition of each component according to the frequency, which 

represents items of market volatility, major events, and trend respectively. Based on these 

three sequences, prediction is made by constructing different SVMs models to obtain the 

predicted value of each sequence.  With SVMs, a combined model is built on the basis of 

predictive value of each sequence to obtain the final predicted value of stock return rate. 

Using CSI 300 Index, the validity of this method is verified, and the results show that the 

proposed model is better than the other models presented in this paper on forecasting CSI 

300 Index. 
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1. Introduction 

Stock market prediction, because of its huge financial returns, has become a hot 

topic in recent years. Accurate forecasting stock index have great practical 

significance for investment and academic research. What is more, the prediction of 

stock index accurately is a very challenging task as the stock index sequence is 

nonlinear and non-stationary time one. The early stock market prediction was based 

on the time series analysis techniques which were focused on the statistic, such as 

ARMA (auto-regression moving average,) [1-2]. With the development of artificial 

intelligence (AI), artificial neural network (ANN) has been used for financial 

forecast. A large number of successful applications of this method indicate that 

ANN is a good tool for time series analysis [3-5]. However, due to the structural 

constraints, Ann’s method itself, it can not demonstrate its performance under a lot 

of so-called noise from the stock market. What is more, SVM (Support Vector 

Machine) method has also been used to predict financial time series [6-13]. As a 

new signal analysis theory and a quantum leap of the linear and steady spectrum 

analysis on the basis of Fourier transform in recent years, EMD (Empirical Mode 

Decomposition) has stronger partial properties and adaptability than the wavelet 

transform [14,15]. Therefore, the integration of EMD and SVR (SVMs-Regress) 

technology was used to improve the accuracy of forecasting the stock in order to 

provide timely information to help investors to make the right investment decisions 

[18-20]. 

With technical ideas similar to integration of EMD and SVR, this paper has 

conducted modeling and prediction of stock return rate series based on prediction 

methods of EMD and SVMs, but the difference is the use of glide time-windows to 

dynamically update model parameters to achieve the purpose of portraying 
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dynamics of time series more clearly, and the use of the data CSI 300 Index to 

validate the approach proposed in this work. 

In this paper, the overall structure of the study is as follows: In Section 2, the 

Empirical Mode Decomposition and the principle of Support Vector Machine is 

introduced. In Section 3&4, we establish the EMD-SVM-SVMs model to predict 

CSI 300 Index. At last, the conclusion is given in Section 5. 

 

2. Model Principle 
 

2.1. Mode Decomposition 

EMD has been proposed by HUANG et al. [14], which decomposes the signal into 

different frequency IMFs (intrinsic mode functions) through a "filter". EMD, a multi-scale 

analysis, is essentially a smooth process for a signal, As a result, the fluctuations of the 

signal at different scales are gradual decomposed, and a limited number of data sequences 

and a residual signal scales with different characteristics are produced. Each sequence is 

an IMF, whose components must satisfy the following two conditions: 

(1) In the entire data series, the number of extreme points must be equal to the number 

of zero-crossings, or at most a difference of one. 

(2) The signal envelope mean defined by local maxima and local minima is zero at any 

point. 

Through a "Sifting" iterative procedure, EMD can make the arbitrary signal 

decomposed into a finite number of IMF and residual signals. Specific steps are as 

follows: 

(1) Identify all the local maxima and minima of ( )X t . 

(2) Obtain the upper envelope ( )uX t  and the lower envelope ( )lX t  of the ( )X t . 

(3) Use the upper envelope ( )uX t  and the lower envelope ( )lX t  to compute the first 

mean signal series 1( )k t , that is, 1( ) [ ( ) ( )] 2u lk t X t X t  . 

(4) Evaluate the difference between the original time series ( )X t  and the mean signal 

series and get the first IMF 1( )h t , that is, 1 1( ) ( ) ( )h t X t k t  . Moreover, we see whether 

1( )h t satisfies the two conditions of an IMF property. If they are not satisfied, we repeat 

steps1-3 of the decomposition procedure to eventually find the first IMF.  

(5) After we obtain the first IMF, repetition of the above steps is necessary to find the 

second IMF, until we reach the final signal series ( )nr t  as a residue component that 

becomes a monotonic function, which is suggested for stopping the decomposition 

procedure. 

(6) The original time series ( )X t  can be reconstructed by summing up all the IMF 

components and one residue component as Eq. (1) ,as follows. 

1

( ) ( ) ( )             (1)
n

i n

i

X t h t r t


 
 

 

2.2. Decomposition Component Recombination 

The IMFs extracted by the above decomposition are characterized by different time 

scales; therefore, the IMF components can then be recombined according to high-low 

frequency. In practice, according to descending order, we have a recombination of IMFs. 

The steps are as follows: 

(1) Calculate the mean IMFs 1( )h t to ( )nh t . 

(2) Use t-tests to determine significant deviation from the mean zero IMF ( )ih t . 

(3) Make a simple sum of the first to the (i-1)-th IMF to reconstruct the high-frequency 

part and a simple sum of the i-th to the n-th IMF to reconstruct the low-frequency part. 
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2.3. Support Vector Machine 

SVM, a new machine learning technique based on statistical learning theory proposed 

by VAPNIK [16,17], is a great synthesizer of such techniques as the maximum interval 

hyperplane, mercer nuclear, convex quadratic programming, sparse solution and slack 

variables. This method has a simple structure, fast learning, global optimization, good 

generalization performance, etc. and can solve problems such as the small sample, 

nonlinearity, high dimension and local minima. The basic idea of the model is: For a 

given set of training samples 1,...,{( , )} ,i i i nT x y   (which ix is the input variable, iy is the 

output value , n is the total number of samples), SVR performs by a non-linear 

mapping ,in which the input variable x  of the input data space is mapped to a high 

dimensional feature space; and then runs by linear regression in the feature space to 

construct the optimal learner: 

( ) ( ) ,                         (2)Tf x x b    

Where,  and b are estimated by regularization and structural risk criteria. 

According to the structure risk minimization, we have: 

2 *

,
1

*

*

1
min ( ) ,

2
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( ) ,                 (3)
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where i and 
*

i is the slack variable, respectively,  is the insensitive loss coefficient

，C is a penalty factor to be used to limit the minimization of estimation error. To solve 

this problem we introduce a Lagrange optimization function: 
* * *

2 * * * *

1 1 1 1

( , , , , , , , )=

1
( ) [ ( )] [ ( )] ( )
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Calculation of the partial derivatives, we have: 
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According to the formula, we have: 

*

1
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We can substitute the above formula into the Lagrange function expression, using the 

least squares method to obtain an expression for nonlinear prediction: 

*

1

( ) ( ) ( , )                   (4)
n

i i i

i

f x a a k x x b


    
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Where ( , )ik x x is called the "kernel function" and must satisfy Mercer's theorem 

(Vapnik, 1995). The value of the kernel equals the inner product of two vectors, x and ix , 

in the feature space ( )x and ( )ix , that is, ( , ) ( ) ( )i ik x x x x   . 

The most widely used kernel function is the Gaussian radial basis function (RBF), 

defined as: 
2 2( , )=exp(- /2 )i ik x x x x  . The RBF kernel is not only easier to implement 

than alternatives, but it is also capable of nonlinearly mapping the training data into an 

infinite-dimensional space; thus, it deals suitably with nonlinear relationship problems. 

Thus, the Gaussian RBF kernel function is used in this work.  
 

3. EMD-SVM-SVMs 

EMD can adaptively decompose non-stationary stock return rate series into several 

IMFs of different frequencies according to their internal characteristics, and IMF can 

greatly highlight local characteristics of stock return rate after high-to-low regrouping 

according to frequency. According to many scholars’ point of view, stock-index is 

composed of items of market volatility, major events and trend, and the analysis of the 

part with specific economic implications in these three groups can more clearly grasp the 

characteristics of stock-index. 

According to the data characteristics of each group, it has predicted using SVMs 

dynamic model of different types of kernel functions and parameters under migration time 

window respectively, and at the same time, it has implemented modeling in the 

syntagmatic relation between predictive values of subentries using SVMs to obtain final 

predicted value. The basic idea is to take the predictive value of the same time as the 

input, and actual stock return rate at that time as the output. After learning enough 

samples, it is easy to establish the arithmetic mapping relation between the predicted 

value and the actual value of each component. For a well-trained model, its input 

variables are the predicted value of all subentries, while its outputs are the final predicted 

value of stock return rate. 

In summary, the proposed prediction method can be expressed as EMD-SVM-SVMs 

model, and the basic steps are as follows: 

Step 1 EMD decomposition is performed for stock return rate series to get n IMFs and 

1 residual component; 

Step 2 IMF is combined into two parts according to the height of frequency, with the 

remaining components unchanged; 

Step 3 SVMs predictive model are established for the three sub-sequences mentioned 

above to predict; 

Step 4 SVMs combined model is obtained by inputting obtained predictive value of 

each sequence so as to get the final predictive value of stock return rate. 
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Figure 1. Workflow of EMD-SVM-SVMs Predictive Model 

 

4. Data Experiment 
 

4.1 Experimental Data and Evaluation Criteria 

In this paper, the CSI 300 Index series is adopted as the data of test sample, the data is 

collected from CSI 300 index from April 8, 2005 to May 8, 2015 (a total of 10 years) , 

thus getting 2449 data of CSI 300 Index (closing quotation). As for CSI 300 Index, the 

data of closing stock return rate on 1669 trading day is taken as the starting point of the 

test set, with forward forecast to the data point of 2449. Among them, taken any data P in 

the test set as the border and L points of the data point P backward (not including point P) 

as the SVM’s input, thus point P is the SVM’s output, namely, one-step forward forecast. 

In the experiment, the gliding-time-window method is used to obtain one-step-ahead 

prediction. Prediction accuracy of the model and predictive ability of data directional 

movements is measured using Root-Mean-Square Error (RMSE) and Direction 

Symmetrical Rate (DS). 

2

1

1
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n 
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 
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4.2. Experimental Results 

The following is the description of the experiment. Firstly, the EMD decomposition is 

performed for CSI 300 Stock return rate, shown in Figure 2. 
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Figure 2. The IMFs and One Residue for CSI 300 Stock Return Rate via 
EMD 

As shown in Figure 2: 

1) CSI 300 stock return rate sequence is decomposed into 9 IMFs and 1 residual 

component, which has reflected the complex multi-time scale and multi-level of the 

diurnal variation rate; 

2) In terms of time series of daily stock return rate, the first IMF is IMF1, a fluctuation 

with the greatest amplitude, the highest frequency, and the shortest wavelength. 

Following it, the amplitude of other IMFs decreases sequentially, with gradually 

decreased frequency and increased wavelength; 

3) IMF1 component regards the quasi-two trading day (hereinafter referred to day) as 

the main cyclical fluctuations, with minor period of fluctuations of quasi-three, quasi-four 

and quasi quasi-five, etc., and the longer the period is, the smaller the number of 

occurrences will be. IMF2 component has a cyclical fluctuation of quasi-five trading day; 

IMF3 component has a main cyclical fluctuation of quasi-twelve day; IMF4 component 

has a main cyclical fluctuation of quasi-25 day, supplemented by fluctuation cycle of  

quasi-30 day; IMF5 component has a main cyclical fluctuation of quasi-50 day, with the 

fluctuation cycle of quasi-60 day nested; IMF6 component has a cyclical fluctuation of 

quasi-80 to 100 day; IMF7 component has a cyclical fluctuation of quasi-200 day; IMF8 

component has a cyclical fluctuation of quasi-400 day; IMF9 component has a cyclical 

fluctuation of quasi-900 day; the remaining component reflects the change in the overall 

trend of daily stock return rate time series. 

4) It can be seen from Figure 2 that IMF1~IMF4 components have obvious 

"persistence", that is, long-term memory, reflected in the change in fluctuation range of 

the daily stock return rate series. From the point of the average, it shows that the sharp 

fluctuation trend of IMF component in the past means that there will be a great fluctuation 

trend in the future, while the smaller fluctuation trend of IMF component in the past 

means that there will be a minor fluctuation trend in the future, which shows the 

aggregation characteristics of the fluctuation unless key events changing this trend arise, 

and also implies that IMF fluctuation component sequence has showed certain 

nongaussianity. 
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Figure 3. Re-construction of the Data from the IMF Components 

The average of each IMF of CSI 300 stock return rate series is checked, and it has been 

found that the first IMF with the average significantly deviating 0 is IMF5. By adding 

IMF1 to IMF4, that is, the high-frequency components with the mean of near 0, we can 

obtain the so-called the high-frequency part, which stands for item of normal market 

volatility of stock return rate series. Similarly, by adding IMF5 to IMF9, the low-

frequency part can be obtained, which stands for item of major events impact, and the 

unchanged remaining components represent the item of long-term trend of stock return 

rate. After regrouping, the results are shown in Figure 3. 

As what can be seen from Figure 2-3, the item of trend is a major component of stock 

return rate series, having a decisive impact on the long-term trend of the stock return rate. 

From a historical point of view the stock return rate, despite the fact that stock return rate 

will undergo acute fluctuation under the influence of some major events, as the incident 

disappears, the stock return rate will return to the vicinity of stock return rate trend item. 

Major-events item is composed of the low-frequency IMFs, an important component of 

stock return rate, and violent fluctuations will appear under the influence of major events. 

In addition to being influenced by trend item and major events, stock return rate is also 

affected by many other factors, such as weather, people's emotions and rumors, and so 

forth. These factors have a short time of impact and can be classified into high-frequency 

market volatility item, which is composed of the high-frequency IMFs. The item of 

normal market volatility has little effect on stock return rate, but because of its frequent 

fluctuation, the item has a vital role in the short-term forecasting of stock return rate. 

According to the change law of market volatility item, major events influence item and 

trend item respectively, different SVM functions and parameters are selected to establish 

gliding-time dynamic prediction model, and then the combination forecasting is 

implemented. Selections of kernel functions and parameters are shown in Table 1. 
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Table 1. Kernel Function & Parameters of SVMs Model of Subentries 

K
e
rn

e
l 

F
u

n
c
ti

o
n

 

High Frequency Low Frequency Trend 

RBF RBF Polynomial 

P
a
ra

m
e
te

rs
 T

ra
in

in
g

 a
n

d
 S

e
tu

p
 

1C = 0.5 

2C = 0.0625 

3C = 1.0 

4C = 0.70711 

1C =0.5 

2C =0.5 

3C =0.5 

4C =0.5 

1C =0.57435 

2C =0.57435 

3C =0.57435 

4C =0.57435 

1 = 16 

2 = 0.70711 

3
= 0.17678 

4 = 0.25 

1 =0.0625 

2 =0.0625 

3
=0.0625 

4 =0.0625 

1 = 0.0039063 

2 = 0.0039063 

3
= 0.0039063 

4 = 0.0039063 

 =0.01  =0.01  =0.01 

 

NOTE: Table 1 has listed the actual value used for the first four predictions in the 

model parameters trained in the one-step forward prediction with the starting point of 

1669th trading day, when the width of time window is L = 22, in which
iC  represents 

penalty factor, 
i indicates parameter of kernel function,  stands for insensitive loss 

factor, and i represents the model subscript. Subscript i = 1,2,3,4 indicates training 

parameters in one-step forward prediction for the first, second, third and fourth time 

respectively. Due to space limitations, the remaining values are omitted. 

After the forecast of all subentries is made with selected corresponding SVMs, the 

prediction of error is shown in Table 2. 

Table 2. Prediction Error of Subentries 

 RMSE DS % 

High Frequency 0.012798 75.3442 

Low Frequency 0.0016959 87.7805 

Trend 0.0000025457 100.000 

 

As what can be seen from Table 2, SVMs model has pretty excellent predictive ability 

of low-frequency items of major events and trend, inferior performances in terms of high-

frequency market volatility, which is mainly due to the fact that high-frequency market 

volatility item is greatly affected by market speculation, also affected by factors of 

weather, people's emotions and rumors and so on, which has undoubtedly increased the 

difficulty of forecasting. IMFs are combined into two items of high and low frequency to 

forecast, which helps to avoid the accumulation of errors in prediction process, and can 

improve the prediction accuracy of the final combination. In combined forecasting, 

sigmoid kernel function is used. Results of the final combined prediction of CSI 300 

Stock return rate are shown in Figure 4. 
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Figure 4. Final Prediction of CSI 300 Stock Return on 1669th-2449th 
Trading Days 

Table 3. Comparison of Predictive Stock Return Rate 

 RMSE DS|% 

EMD-SVM-SVM 0.015633 73.7452 

Single SVM 

Single BPNN 

0.019892 

0.017300 

62.6289 

53.610 

Note: 780 steps forward 

Based on the same data set, this paper has selected single BPNN (BP neural network) 

model and single SVM model to make comparison, and the predicted results are shown in 

Table 3. The results show that DS and RMSE of predicting of EMD-SVM-SVMs is 

significantly better than single BPNN and single SVM model, thereby indicating that the 

model proposed in this paper has a preferred predictive ability. 

 

5. Conclusion 

The non-stationary stock return rate sequence is decomposed with EMD technology, 

and the decomposed sequence is regrouped according to different frequencies, so as to 

constitute time series with different economic implications. Different predictive models 

are established in allusion to these sequences using SVMs, which has reduced complexity 

of modeling on one hand, and can more accurately portray the data characteristics of time 

series with different economic implications on the other hand. This contributes to better 

illustrating the predictive results. 

However, we believe this work is still at its early phase as there is still large space of 

possibilities to be explored. One of the most promising research directions is to 

investigate the possibility of forecasting the movement direction of stock market with 

other hybrid SVM. Another possibility is to introduce new technology (such as HMM et) 

into this model. 
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