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Abstract 

Due to the limitation of hardware, Infrared (IR) image has low-resolution (LR) and 

poor visual quality. To enhance the Infrared image’s resolution, super-resolution (SR) is 

a good solution. However, the conventional SR methods have some drawbacks. Firstly, 

the trained dictionary is an unstructured dictionary, which may lead to worse results. 

Secondly, the representation of the image is too simple to effectively represent image. 

Finally, only one high-resolution (HR)-LR dictionary pair is adopted to infer HR IR 

image. However one HR-LR dictionary pair is not good enough to obtain good results. To 

resolve these problems, in this paper, firstly, the sparse dictionary is introduced into the 

IR image SR to get better results. Secondly, nonsubsampled contourlet transform (NSCT) 

is employed to obtain a better representation of IR image. Finally, to achieve better r-

esults, two HR–LR sparse dictionary pairs, which consists of a primitive sparse dictionary 

pair and a residual sparse dictionary pair, instead of one HR-LR dictionary pair are 

adopted. The experiment results indicate that the subjective visual effect and objective 

evaluation acquire excellent performance in the proposed method. Besides, this method is 

superior to other methods. 

 

Keywords: Infrared Images, Super-Resolution, Dictionary Learning, Sparse 

representation, Nonsubsampled Contourlet Transform (NSCT) 

 

1. Introduction 

Infrared (IR) thermal-imaging cameras can generate infrared images, which would not 

be affected by visible light, through thermal radiation of the scene. Therefore, the IR i-

mage can be applied to security surveillance, biomedical applications, military, etc. H-

owever, due to the limitation of hardware, the resolution of infrared image is very low. 

These low-resolution (LR) IR images may lead to a failure for further analysis. 

Super-resolution (SR) method is a technique, which is to reconstruct a high-resolution 

(HR) image through a single LR image or multiple LR images. And the SR method is one 

of the best solutions for improving resolution of LR IR image. There are many SR 

methods, including interpolation method [1-3] reconstruction based SR [4-8] and 

learning-based SR method [9-15]. Generally, a SR image by using interpolation method 
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lacks more high-frequency details, has highly blurred edges and many undesired artifacts. 

In the reconstruction based SR method, to reconstruct a HR image it needs a sequence of 

LR images of the same scene. And reconstruction based SR method is limited by its low 

magnification. In the learning-based SR method, the HR image is generated from its 

corresponding LR image with a training set, which contains LR and HR image pairs. 

Freeman et al proposed the method that training Markov network to find the relationship 

between LR image patches and their corresponding HR image patches [16]. Zeyde et al 

proposed to upscale image sparse representation modeling [17]. Though these methods 

have a good performance, the complexity is very high and they need a lot of memory.  

Until now, there are few researches of IR images SR. Yu et al proposed an algorithm 

that based on non-local means and steering kernel regression [18]. Zhao et al propose a 

SR method combined with nonsampled contourlet transform (NSCT) and parabolic error 

edge preserving interpolation [19]. Wang et al consider the performance of a robust 

super-resolution on simulated infrared images [20]. Liu et al [21] proposed an IR image 

SR method via group sparse representation, and got a dictionary pair that was jointly 

trained through combining method of group orthogonal matching pursuit and the K-SVD 

[22]. 

Although the above mentioned methods have good performance, they have several dr-

awbacks. Firstly, the trained dictionary is an unstructured dictionary. This may lead to 

worse results. Besides, the derivatives filters are adopted to extract image features. 

However, those features are too simple to effectively represent image. Finally, only one 

HR-LR dictionary pair is adopted to infer HR IR image. However one HR-LR dictionary 

pair is not good enough to obtain good results.  

To resolve these problems, firstly, the sparse dictionary is introduced into the IR image 

SR to solve the problem that the trained dictionary is an unstructured dictionary. The 

sparse dictionary is based on a sparsity model of the dictionary atoms over a base 

dictionary. NSCT is fully shift-invariance, multi-scale and multi-direction, so that it can 

enrich IR image feature, avoid the frequency aliasing, and preserve the edge information 

perfectly. Therefore, NSCT is employed in the proposed method to overcome the problem 

that the derivatives filters are too simple to effectively represent image. Finally, two HR-

LR sparse dictionary pairs, which consists of a primitive sparse dictionary pair and a 

residual sparse dictionary pair, are adopted in this paper. It can solve the problem that one 

HR-LR dictionary pair is not good enough to obtain good results. The primitive estimated 

HR IR image is first inferred with primitive sparse dictionary pair. Subsequently, a similar 

process is applied to the primitive estimated result with residual sparse dictionary pair. 

With the two sparse dictionary pairs, better results can be achieved.  

The remainder of this paper is organized as follow. Section 2 reviews the NSCT 

decomposition. Section 3 presents the details of our proposed method. Section 4 shows 

the experimental results and make a comparison with other related SR reconstruction 

methods. Section 5 summarizes this paper. 

 

2. Nonsampled Contourlet Transform Theory 

Contourlet transform (CT) has been recently introduced, and has been widely used in i-

mage recognition, image denoising, and image enhancement [23]. The CT employs the 

Laplacian pyramid (LP) and directional filter bank (DFB) to obtain the multi-scale 

decomposition and directional decomposition respectively. The contourlet transform 

could sparsely represent a natural image, and has the ability to capture the contour in-

formation in all directions and all scales. Compared with wavelet transform, contourlet 

transform is a real 2D discrete transform. Because of the downsampling and upsampling 

in LP and DFB, the contourlet transform faces lack of shift-invariance.  

To overcome this problem, Cunha et al proposed NSCT, which is a shift-variant ver-

sion of the CT [24]. The NSCT [25-29] eliminates the downsamplers and upsamplers 
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during the decomposition and the reconstruction of the image to avoid the frequency 

aliasing of the CT and achieve the shift-invariance. NSCT consists of two filter banks: 

nonsubsampled pyramid (NSP) and nonsubsampled directional filter bank (NSDFB) as 

show in Figure 1, NSP decomposes the input image into a high-frequency subband and a 

low-frequency subband at each NSP decomposition level, NSDFB decomposes the high-

frequency subband into a few directional subbands. After n  levels decomposition, NSP 

can result in one low-frequency image and n  high-frequency images having the same size 

as the input image. It is NSDFB that allows the direction decomposition with k  stages in 

high-frequency images from NSP at each scale. And 2k  directional sub-images, which 

have the same size as the input image, can be obtained during this process. As a result, 

there would be one low-frequency image and 12 ikn

i high-frequency images, where 

ik
denotes the number of direction for scale i . NSCT is adopted in this paper, since NSCT 

has good characteristic of shift-invariant, multi-scale, and multi-direction. 

 

NSDFB

NSP

 

Figure 1. Schematic Diagram of NSCT 

 

3. Infrared Image Super-Resolution Based on Sparse Dictionary and 

NSCT 

The framework of the proposed method is shown in Figure 2. The proposed method 

consists of two stages: the training stage and the testing stage. In the training stage, two 

HR - LR sparse dictionary pairs are obtained from the training image set.  In the testing 

stage, input LR IR image is super resolved to generate a HR IR image with the help of the 

two HR - LR sparse dictionary pairs obtained in training stage. 
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Figure 2. Flowchart of the Proposed Algorithm 

 

3.1. Sparse Dictionary 

Over-complete dictionaries have been used in image process.  However, their atoms u-

sed in the dictionaries have some underlying sparse structure over more fundamental 

dictionary. The conventional over-complete dictionary can be formulated as the following 

optimization problem: 

         

2

,
min . , 1i jFD

B D s t i t j d


     
                       (1) 

where B  is an image block, the coefficient vector


 is the sparse representation of B . 

t is the sparse tolerance of i . However, the dictionary generated in this way is unstruc-

tured [30]. This may lead to worse results. To overcome this problem, sparse dictionary is 

introduced in this paper. The dictionary D has a sparse representation over a basic 

dictionary. Specifically, this dictionary is composed of two parts: base dictionary and 

sparse matrix representation. 

The sparse dictionary can be expressed as: 

D C 
                                                                 (2) 

where 


 is a base dictionary with good regularity. C is an atom representation matrix 

with good flexibility. Over-complete DCT dictionary, Wavelet dictionary and so on can 

be used as a base dictionary. In this paper, we chose over-complete DCT dictionary as the 

base dictionary. Thus sparse dictionary can be calculated as Eq. (3): 

            

0

2 0

0
2,

0

min . , 1
i

jFC
j

i t
B C s t c

j c s


  

 
 

                                        (3) 

where B is an image block,   is the sparse representation matrix of B , t and s is the 

sparse tolerance of  and C , respectively. 

The task of obtaining sparse dictionary can be divided into two procedures: 1) sparse-

coding the image block in B ; 2) updating the dictionary atoms. In the stage of solving 

sparse representation, we can use arbitrary signal sparse decomposition approach. In this 

paper, we use OMP [31] for sparse-coding and sparse K-SVD algorithm for the dictionary 

training. In the phase of updating the dictionary atoms, every time we only update one 
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atom, i.e., keep other atoms fixed to solve the optimal solution for the target equation. In 

this paper, we exploit the sparse KSVD to solve the Eq. (3). 

 

3.2. Training Stage 

Primitive HR-LR sparse dictionary pair is learned to reconstruct primitive HR IR 

image from a single LR IR image input. There are some gaps between the reconstructed 

primitive HR IR image and its corresponding reference HR IR image. For convenience, 

the difference between reconstructed HR IR image and the reference HR IR image can be 

called residual IR image. To get a better result, we need to estimate the residual IR image 

with residual sparse dictionary. Therefore, residual HR-LR sparse dictionary pair is 

introduced into this paper to reconstruct the residual IR image. The process of sparse 

dictionary learning is described in Figure 3.  
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sparse dictionary 
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Figure 3. The Framework of the Sparse Dictionary Training Process 

The framework of the sparse dictionary training process is given in Figure 3. The steps 

of the sparse dictionary training process are as follows: 

1) Firstly, the input LR IR images
m

l
I

are enlarged to yield enlarged image 

'
, 1, 2, ..., M

m

l
I m 

with the Bicubic interpolation. Then, we obtain the differences between 

the HR IR images and their corresponding LR IR images, namely IR image high 

frequency map

m

hf
I

 [32].  

2) We perform NSCT to decompose each '

m

l
I

 image into a one-level pyramid. After 

that, we can get one low frequency map '

m

llf
C

  and four high frequency 

maps 1' 2 ' 3 ' 4 '
, , ,

m m m m

lhf lhf lhf lhf
C C C C

, we use the Difference of Gaussian (DoG) filter to extract the 

detail information from the low frequency map as the feature vector map. '

m

llf
C

 The five 

maps ' 1' 2 ' 3 ' 4 '
, , , ,

m m m m m

llf lhf lhf lhf lhf
C C C C C

are divided into blocks to build a NSCT coefficient block 

structure database
 mk

l
B b

. We take overlapping blocks with the size of n n  from the 

five maps ' 1' 2 ' 3 ' 4 '
, , , ,

m m m m m

llf lhf lhf lhf lhf
C C C C C

. Then, we transform all the blocks into vectors 
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as ' 1' 2 ' 3 ' 4 '
, , , , , 1, 2, ...

mk mk mk mk mk

llf lhf lhf lhf lhf
b b b b b k K

, and integrate those vectors from different map to 

build a feature vector
mk

l
b

, K is the total number of blocks in a map. The framework of 

generate feature vector as follow Figure 4. And the high frequency map 

m

hf
I

is divided into 

blocks 
 mk

h
B b

with n n pixels overlap. 

 

NSCT

Image

（1）

Four high frequency directional maps Low frequency

 sub-image

（2）

（3） Concatenating

Dividing into blocks

DoG 

filter

 

Figure 4. The Framework of Generate Feature Vector. (1) NSCT is applied to 
Decompose Input Image into one Level, (2) All Images are Divided into 

Blocks with n n Pixels Overlap, (3) All the Blocks are Concatenated into a 
Feature Vector 

3) Through the Eq. (4), we can obtain the primitive LR sparse dictionary lC and the 

sparse representation . 

 

        

2

0 2 22,
min . , , 1

l

k

l l i lj lj
C

b C s t i t c s c


       
                  (4) 

where 


 is a DCT basic dictionary,   is the sparse representation of 
k

lb
, t is the signal 

sparsity threshold, s is the atom sparsity threshold. After that, we acquire LR sparse 

dictionary lC , and can calculate primitive HR sparse dictionary from the HR image blocks 

by
1

( )
k T T

h h
C b  




. 

4) Finally, we can recover the enlarged LR images '

m

l
I

by using the primitive sparse 

dictionary pair l
C

 and h
C

 , then we get the primitive reconstruction IR image ho
I

. In the 

next subsection, we will explain the details of the reconstruction method. The differences 

between the HR reference images and the primitive HR IR images are the residual IR 

images.  The residual sparse HR-LR dictionary pair rh
C

、 rl
C

 can be trained with the 

primitive HR IR image and the residual IR image. Then we use the sparse dictionary 
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learning method as mentioned in previous step to get the residual sparse HR-LR 

dictionary pair rh
C

、 rl
C

. 

 

3.3. Super-Resolution Image Reconstruction 

For a HR IR image block, it can be represented as
k

h h i
b C 

. Because the LR IR 

image block and the HR IR image block have the same sparse representation, the problem 

of finding the sparse representation i


 of LR IR image block can be presented as:  
2

0 2
min .

i

k

i l i ls t b F C


    
                                               (5) 

where F is a feature extraction operation.  is the tolerance degree of error. The 

optimization problem (5) is NP-hard. However, we can use the minimizing the 
1l  norm to 

solve the problem, as follow: 
2

1 2
min .

i

k

i l l is t b F C


    
                                                (6) 

Using OMP, sparse representation i  can be obtained. 
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Figure 5. The Framework of the Testing Process 

The details of the testing process show in Figure 5, go through the steps as follows: 

(1) Firstly, the input LR IR images Tl
I

are enlarged to yield enlarged image 'Tl
I

with the 

Bicubic interpolation. Then, we can obtain the NSCT coefficient blocks of the LR 

IR image
  1, 2, ...

k

l
B b k K 

 by using the same feature extraction method in the 

training stage.   

(2) Subsequently, we obtain the sparse representation
 i

of the NSCT coefficient 

blocks
  1, 2, ...

k

l
B b k K 

 by using OMP through Eq.(6). Then using
*

h
k

h
ib C 
, 

we can get the high frequency blocks of IR image.  The estimated high frequency 

blocks are merged to create the primitive high frequency map

*

fh
I

. 
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(3) Then, we integrate the enlarged image 'Tl
I

with the primitive high frequency map 
*

fh
I

to obtain the primitive reconstructed HR IR image ho
I

. 

(4) Similarly, we can reconstruct residual IR image r
I

with residual sparse HR-LR 

dictionary pair rh
C

、 rl
C

. 

(5) Finally, we obtain the HR IR image h
I

by integrating the primitive reconstructed 

HR IR image ho
I

 and the reconstruct residual IR image r
I

. 

 

4. Experimental Results and Discussion 
 

4.1. Comparison of Different Method 

In this section, we compare our method with other methods such as Bicubic interpolat-

ion, nearest neighbor interpolation, Yang’s method, KSVD method, and Zhang’s method 

[33]. The IR images used in our experiment consist of two categories, i.e. face images, 

natural scene images. The face images are from USTC-NVIE database [34], while the 

natural scene images are captured by ourselves. The FLIR Tau 320[35] is adopted to 

capture the natural scene images.   

For IR face images, we select fifty HR IR images, which have the same size 

228300.The training images randomly select thirty-four from the fifty HR IR images 

and the rest sixteen HR IR images are used as inputs for testing.  For natural scene IR 

images, we pick up seventy–five HR IR images. The IR images are organized into two 

parts: training samples and test samples .The training samples include sixty- two IR 

images while the testing samples include thirteen IR images. The natural scene IR images 

are with the same size 240348. The HR IR images are downsampled by factor of 3 to 

constitute the LR IR images. Some of the training images are shown in Figure 6 and 

Figure 7. 

In our experiments, we use patches of size 99 for NSCT coefficient maps and HR IR 

image. And these patches overlap 3 pixels between adjacent blocks. In each experiment, 

the size of sparse dictionary is 1024. And we divide the images into one level, which have 

four directions. We use the DoG filter to extract the detail information from the low 

frequency map as the feature vector map. We evaluate the results of various methods by 

both visually and qualitatively in peak signal-to-noise ratio (PSNR) and the structural 

similarity measurement (SSIM). 

 

(a) (b) (c) (d)

(e) (f) (g) (h)  

Figure 6. Training IR Images with Natural Scene 
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(b) (c) (d)

(e) (f) (g) (h)

(a)

 

Figure 7. Training IR Images with Face 

(a) (b) (c)

(d) (e) (f)  

Figure 8. Part of the Testing IR Images. (a) A Building a IR Image, (b) a 
Building B IR Image, (c) A Building C IR Image, (d) A Face a IR Image, (e) A 

Face B IR Image, (f) A Face C IR Image 

                

(a)

  

(b)

    

(c)

 (d)

 

(e)

 (f)

 (g)

 

Figure 9. Experimental Results with Images. (a) Reference HR Image, (b) 
Results Obtained with Nearest  Neighbor, (c) Results Obtained with Bicubic 

Interpolation, (d) Results Obtained with Yang’s Method, (e) Results 
Obtained with K-SVD Method, (f) Results Obtained with Zhang’s Method, (g) 

Results Obtained with the Proposed Method 
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  (b)

  (c)

  (d)

  (e)

(f)

 (g)

(a)

 

Figure 10. Experimental Results with Images. (a) Reference HR Image, (b) 
Results Obtained with Nearest  Neighbor, (c) Results Obtained With Bicubic 

Interpolation, (d) Results Obtained with Yang’s Method, (e) Results 
Obtained with K-SVD Method, (f) Results Obtained with Zhang’s Method, (g) 

Results Obtained with the Proposed Method 

Figure 9 (a) and Figure 10 (a) are the original IR images for natural scene images and 

face images respectively. Figure 9(b-g) and Figure 10 (b-g) are the reconstructed IR 

images by nearest neighbor interpolation, Bicubic interpolation, Yang’s method, KSVD 

method, Zhang’s method and the proposed method respectively. Three columns on the 

right in Figure 9(a-g) and Figure 10(a-g) are the zoomed up version of the marked regions 

in the images in the three columns on the light respectively, where the details of the 

results of the proposed methods can be observed. From Figure 9(b) to (c) and Figure 10(b) 

to (c), we can see that the reconstruction results lack high frequency component, have no 

image details, and get blurred edges. While the reconstruction results of Yang’s, KSVD, 

Zhang’s and the proposed method is relatively clear. The reconstruction image of the 

Yang’s, KSVD, Zhang’s and proposed method can restored the image details. Besides, 

the reconstruction of image edge texture by KSVD method has improved compared with 

Yang’s method. From Figure 9-10, we can find that the proposed algorithm is the best 

effect and the recovered image details are most similar to the reference HR IR image. 

Table 1. Performance Comparison Table 

Image Evaluation 

index 

Nearest Bicubic Yang’s 

method 

KSVD 

method 

Zhang’s 

method 

Our 

method 

building 

A 

PSNR 25.501 26.563 27.305 27.815 27.766 27.824 

 SSIM 0.729 0.765 0.775 0.800 0.799 0.800 

building 

B 

PSNR 25.018 25.786 26.414 26.832 26.829 26.855 

 SSIM 0.701 0.735 0.752 0.774 0.774 0.777 

building 

C 

PSNR 26.878 27.515 27.997 28.392 28.418 28.440 

 SSIM 0.735 0.763 0.770 0.791 0.792 0.794 
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face A PSNR 31.100 35.433 35.731 36.408 36.387 36.601 

 SSIM 0.868 0.907 0.903 0.915 0.915 0.917 

face B PSNR 29.470 33.354 34.781 35.735 35.734 35.846 

 SSIM 0.863 0.905 0.901 0.916 0.915 0.917 

face C PSNR 30.200 33.954 35.355 36.276 36.608 36.673 

 SSIM 0.881 0.919 0.912 0.928 0.928 0.928 

 

The Table 1 indicates that our method achieves the highest PSNR and SSIM, which f-

urther demonstrates that our method is superior to other methods.  

 

4.2. Parameter Analysis 

In this section, we investigate the impacts of the parameters on the results. The main p-

arameters of the proposed method consist of four parameters, i.e., the level of the number 

of NSCT, the number of directions of NSCT, the sparse dictionary size and the low 

frequency feature extraction methods.  

Figure 13 shows the impact of the level number of NSCT on the results. From Figure 

13 we can see that one level is the best results. With the increase of the level number, the 

result is getting worse. The reason of the phenomenon may be that the noise would be 

introduced when level number increases.  

0 0.5 1 1.5 2 2.5 3 3.5 4
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(a)                                      (b) 

Figure 13. Impact on SR Quality of the Number of Level of NSCT. (a) The 
PSNR under Different Numbers of Levels of NSCT, (b) The SSIM under 

Different Numbers of Levels of NSCT 

Figure14 shows the impact of the directional number on the results. When the first 

level only has one direction, the PSNR and SSIM is the lowest. With the increase of the 

directional number, The PSNR and SSIM would increase gradually. When the number of 

direction increased to a certain degree, the PSNR and SSIM tend to be stable. With the 

increase of the number of directions, the performance of the proposed method would 

become better. 



International Journal of Multimedia and Ubiquitous Engineering 

Vol.11, No.7 (2016) 

 

 

230   Copyright ⓒ 2016 SERSC 

1 2 3 4 5 6 7 8
35.7

35.72

35.74

35.76

35.78

35.8

35.82

35.84

35.86

35.88

35.9

Number of directions

P
S

N
R

/d
B

1 2 3 4 5 6 7 8
0.91

0.911

0.912

0.913

0.914

0.915

0.916

0.917

0.918

0.919

0.92

Number of directions

S
S

IM

 

(a)                                      (b) 

Figure 14. Impact on SR Quality of the Number of Directions of NSCT. (a) 
The PSNR Under Different Numbers of Directions of NSCT, (b) The SSIM 

under Different Numbers of Directions of NSCT 

Figure 15 shows the impact of the sparse dictionary size on the results. We train our 

dictionaries of size 256, 512, 1024, and 1200, and apply them to the same input images. 

From Figure 15, we find that when the sparse dictionary size increases, the PSNR and 

SSIM tend to rise slowly.  Thus, we have a conclusion that the larger the sparse dictionary 

size is, the better SR results gain. 
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Figure 15. Impact on SR Quality of Size of Sparse Dictionary. (a) The PSNR 
under Different Sparse Dictionary Size, (b) The SSIM under Different Sparse 

Dictionary Size 

Figure 16 shows the impact of the feature extraction method for the low frequency map 

on the results. The phase congruency filter [36], Gabor filter [37], Gradient filter [12], 

DoG filter [32] are used to extract the feature of low frequency map respectively. From 

the Figure 16 we can observe that the DoG filter is the best one. 
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5. Conclusion 

In this paper, sparse representation is applied to solve the SR problem of IR image, 

which is based on NSCT and sparse dictionary. Compared with the conventional diction-

aries, the sparse dictionary has regularity and adaptively.  Furthermore, compared with 

conventional SR methods, two sparse dictionary pairs are proposed in this paper. The pri-

mitive sparse dictionary pair is learned to reconstruct primitive HR IR image, but it loses 

some details compare with the corresponding reference HR image completely. Therefore, 

residual sparse dictionary pair is learned to reconstruct residual information. The 

conventional extracted feature method that extract the gradient maps, but it can’t fully 

applied the image features. In this paper, we use the NSCT to extract the feature. Because 

the NSCT is multi-scale, multi-direction, translation invariance, it enriches the image feat-

ure and avoids aliasing. The experimental results show that the proposed method performs 

better than other methods.  
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