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Abstract 

Document similarity techniques mostly rely on single term analysis of the document in 

the data set.  To improve the efficiency and effectiveness of the process of document 

similarity detection, more informative feature terms have been developed and presented 

by many researchers.  In this paper, we present phrase weight index, which indexes 

documents in the data set based on important phrases.  Phrasal indexing aims to reduce 

the ambiguity inherent to the words considered in isolation, and then improve the 

effectiveness in document similarity computation.  The method we are presenting here in 

this paper inherit the term tf-idf weighting scheme in computing important phrases in the 

collection.  It computes the weight of phrases in the document collection and according to 

a given threshold; the important phrases are identified and are indexed.  The data 

dimensionality which hinders the performance of document similarity for different 

methods is solved by an offline index creation of important phrases for every document.  

The evaluation experiments indicate that the presented method is very effective on 

document similarity detection and its quality surpasses the traditional phrase-based 

approach in which the reduction of dimensionality is ignored and other methods which 

use single-word tf-idf. 

 

Keywords: Pairwise similarity, Phrase indexing, Efficiency, Document similarity 

algorithm 

 

1. Introduction 

The number of electronic documents is increasing day by day due to the tremendous 

growth of Word Wide Web.  This growth goes hand in hand with duplication of 

documents or portions of a document in many different locations.  Documents similarity 

detection has become essential for applications that store or extract information from 

large corpora.  Finding whether two documents are exact duplicates is easy because we 

can just compare the documents character by character, but in many applications, the 

documents are not identical, yet they share large portions of their text.  Document 

Similarity Detection researches have been performed for many decades.  Generally, 

application for document similarity detection creates an index that relates documents to 

the individual words present in each document [1].  These words, known as terms of the 

documents, are used in matching process which computes a measure of similarity between 

two text representations [15]. 

In the past, for many years, individual words have been effective for indexing terms, 

but intuition and experimental results suggest that phrases provide a better indication of 

contents of the indexed document than keywords [5].  Documents are represented by a set 
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of words, but the use of the words has some problems which can hinder the effectiveness 

of similarity detection.  For example, the word may not have any relation to other words 

in the phrase, a word can be too general, different words can mean the same thing or the 

same word may have a different meaning.  Many natural languages contain homonyms 

and polysemy, and then using isolated keywords for indexing takes the risk of interpreting 

words as unintended senses, and using phrases help to alleviate the ambiguity problems 

with the contextual information provided by the surrounding words [3].  In this paper, we 

are presenting a method which use efficiently phrases to represent the documents in the 

collection and then produce a pairwise similarity among these documents.  Intuitively, we 

expect these phrases to express the subjects or main ideas of the document. 

Different works using a phrase in document similarity detection have been reported, 

but most effort have been targeted towards single-word analysis.  Zamir et al. [4] 

proposed a phrase-based document approach based on Suffix Tree Clustering (STC) and 

Suffix Tree Document (STD).  The method basically involves the use of a “trie” (a 

compact tree) structure to represent shared suffixes between documents.  It is a linear time 

clustering algorithm (linear in the size of the document set), which is based on identifying 

the phrases that are common to groups of documents.  The results they showed were 

encouraging, but the suffix tree model could be argued to have a high number of 

redundancies in terms of the suffixes stored in the tree, again the STC algorithm got poor 

results in clustering the documents in their experimental data sets on RCV1 corpus [7].  

Yamamoto and Church [6] presented a method to compute all substrings‟ (phrases) term 

frequencies and document frequencies in large document corpora by using suffix array 

[8].  These methods have achieved goods results, but one can argue on the data produced 

while computing the similarity.  The creation of STD requires more nodes and more 

comparison which hinder the performance of the whole system. 

In our work, we focus on how to extract important phrases to represent every document 

in the corpus and then efficiently determine the similarity among them.  The phrase has 

been considered as more informative feature term for improving the effectiveness of 

document similarity detection.  Constituents of phrases make other components words in 

the phrase less ambiguous than when words appear separately and intuitively, we expect 

the method using a phrase to perform better than the one using words [3]. 

The method presented in this paper consists of an indexing technique that use an 

important phrase in the document collection to reduce data dimensionality of a big 

number of documents which will allow our method to efficiently deduct the similarity 

among different documents.  A phrase is an ordered sequence of two or more words in the 

document.  The important phrase is a frequently occurring phrase in the corpus and is 

more informative than keyword occurrence statistics.  The method presented in this paper 

identify phrases in a large scale corpus, index documents according to these important 

phrases, search and rank documents in accordance with their phrases, and provide their 

similarity and descriptive information about the documents. 

In our method, important phrase is measured by statistical methods that emphasize a 

phrase discriminative power in the ad-hoc document collection compared to the global 

importance, instead of only looking at its local frequency.  Interesting phrases are 

retrieved by counting the occurrence of each phrase in the collection and only the phrases 

with a count greater or equal to a given threshold should be maintained.  We create an 

Index to store the phrase as the key, the occurrence of the phrase, and an inverted list 

containing all ID of documents containing the phrase. 

The previous method has avoided the use of phrases as document feature to represent 

documents in the index because they noticed the computational and memory requirements 

to identify all possible phrases in the corpus.  The method presented identifies phrases that 

have sufficiently frequent usage in the document collection.  Once identified, the index is 

created for top n phrases considered as important phrases in the collection and the 

computation of document similarity is based on this index.  This solves the problem of 
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indexing all possible phrases of documents in the collection which is impractical 

considering the size of the corpus.  The creation of important phrase index implies that all 

documents in the collection will not be represented in the index, because some document 

may not have important phrases and they will be discarded in index creation; therefore, 

the discarded phrases allow the presented method to efficiently determine the similarity 

between documents because all documents will not enter in the process of computing the 

pairwise document similarity for the whole collection. 
The index of important phrases created is used by the proposed method to efficiently 

determine duplicate or near duplicate document in the collection.  For a given document, 

each sentence has a count of its occurrence in the corpus.  The sentences of a document 

are ranked by this count and a number of the top ranking sentences are selected to form a 

document description.  This description is stored in association with the document as a 

hash of sentences.  To determine the similarity between documents, an incoming 

document is processed the same way to get its description, and then two descriptions are 

compared to determine the similarity among them according to the ratio of their 

descriptions. 

 

2. Related Works 

 The use of linguistically derived phrases as indexing terms has a long history in 

Information Retrieval (IR).  Many different kinds of linguistic phrases have been tried, 

with at most a modest success [8]. The predominant feeling about the value of NLP to IR, 

as voiced in [1], is that only „shallow‟ linguistic techniques like the use of stop lists and 

lemmatization are of any use to IR; the rest is a question of using the right statistical 

techniques. 

There are different works reported which use linguistics derived phrases in solving 

document similarity problem.  Two forms of linguistic phrases are distinguished: one is 

statistical phrases, chunks or collocations: sequences of k non-stop words occurring 

consecutively, stemmed and ordered bigrams of words [8], even collocations taken from a 

specially prepared domain terminology.  Another linguistic phrases form is syntactic 

phrases, identified by shallow parsing [9], template matching, and finite state techniques 

or by “deep” parsing.  The methods presented here have achieved goods results, but one 

can argue on the quantity of data produced while computing the similarity with 

redundancies in the construction of the data structure used to facilitate the computation of 

similarity.  The uniqueness of the proposed method is the use of similarity detection 

between two documents based on matching phrases; which is proved to have the 

significant impact on noisy terms that could hinder the quality of documents detected as 

similar, and the reduction of dimensionality ignored by other methods using phrases to 

detect similarity among documents.  Phrases are less sensitive to noise when it comes to 

calculating document similarity; this intuition inspired us to present our method which 

uses statistical phrases to extract important phrases in the document collection.  The 

statistical phrase is those words combination that co-occur in a certain context in a text 

corpus more frequently than expected by chance [2].  In text representation, terms are 

words, phrases, or any other indexing units used to identify the contents of a text.  Each 

term in a document vector must be associated with a value (weight), which measures the 

importance of this term in a document [10].  The content of the document is represented 

as a vector in the term space, i.e., d = (w1, …,wk), where k is the term (feature) set size.  

Different terms have different importance in a text, thus an important indicator wi (usually 

between 0 and 1) represents how much the term ti contributes to the semantics of 

document d.  In our method, a model is used that the document is represented as a vector 

of phrases (or sentences):   

 

                (1) 
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Where di is document i in documents set D, sij is phrase j in document I and pi is the number of 

sentences in document i.  The phrases are composed of a vector of terms: 

               (2) 

Where tijk: is term k of sentence sij, lij is the length of sentence sij, and wij is the level of the 

significance associated with sentence sij. 

 

In this paper, we are interested by the weighted phrases.  The collection of document has N number 

of documents and every document has features to represent it, we use M to denote all document 

features in the collection. To give a weight to the phrases, our method use TF-IDF weighting 

scheme and every document d can be represented as: 

              (3) 

             (4) 

Where  is i
th
 feature term weight in document d, is the frequency of the 

i
th
 term in the document d, and  is the number of documents containing the i

th
 term.  

To compute the pairwise similarity between two documents di and dj the method uses 

Jaccard Similarity of sets which is the ration of the size of intersection of di and dj to the 

size of their union and is given by the formula: 

                (5) 

Word terms have been shown to be effective for indexing, but the method in this paper 

present a phrase as the basic unit to identify the content in the document.  The intuition 

and experiment results show that the phrase is more effective than using words or stems to 

identify similarity among documents.   

 

3. Phrase-based Searching for Document Similarity 

Finding document similarity now is becoming an important tool for identifying the 

similarity between different documents in a very growing corpus.  Generally, the 

similarity of two documents is computed using different words present in each document.  

The similarity is then determined by considering the proportion of the shared words of 

these documents by applying one of the well-known formulas like Jaccard Similarity, 

Cosine similarity or any other formula.  Although word has been used for long and has 

shown to be effective indexing terms, a recurring question in document retrieval is: what 

should be used as the basic unit to identify the content in documents [3].  There has been 

an intuition which was confirmed by experimental results suggesting that phrases provide 

a better indication of contents of the indexed document than keywords and offer better 

chances of a high quality of information retrieval [12].  The idea behind the phrase-based 

document similarity detection is to explore all documents in the collection and see how 

often the same phrases co-occur within the same documents.  This method may identify in 

the collection how frequently certain phrase tends to occur in different documents and 

mark them as important which can be used to compute the similarity between documents. 

In this paper, we propose a method which uses a phrase to index, rank and describe 

documents as described in Fig. 1.  The method is designed to consider only important 

phrases in the document to describe the document and reduce data dimensionality.  The 

interesting phrase is measured by statistical methods that emphasize a phrase 

discrimination power in ad-hoc document collection compared to the global importance, 

instead of looking only at its local frequency. 

A similar document is likely to share more phrases.  The problem of finding duplicate 

or near duplicate may be conceived as Market-Basket problem.  Let us consider sentences 

to be Basket, and documents to be Items.  The question to be solved is to find items which 

are in the same Basket most frequently.  If so, it means they share the same sentence and 
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then are similar to some extent.  If they appear in several baskets it means they are sharing 

more sentences.  The main problem to document similarity computation is the 

dimensionality of the data, so the good method should have a way to deal with this 

problem.  For the proposed method, not all the phrases in the document collection will be 

considered, instead every document will be represented by n phrases properly chosen 

according to their importance in the collection. 
 

 

Figure 1. Overview of the Proposed Method 

3.1. Efficiently Detection of Good Phrases  

This paper proposes an approach that can efficiently identify important phrases for 

documents in a large corpus.  An important phrase will be identified according to its 

appearance in the corpus if it is greater or equal to a given threshold.  The index for 

important phrases is created which will provide descriptive information of documents and 

ease the ranking of documents according to theirs phrases.  The method identifies phrases 

that have sufficient frequent number in the data set to be determined as a good or 

important phrase. 

Phrases are a succession of individual terms in the documents.  The length of the 

phrase is a parameter to be determined by the user (this parameter will have an impact on 

the efficiency of the method).  The procedure to look for similar documents in the corpus 

is described as follows: 

1. Preprocessing: clean the corpus by removing different terms which are not 

important to identify the similarity between two documents like stop words, very 

short terms.  The corpus is then stemmed to reduce all terms to their roots. 

2. Identify the good phrases in the corpus.  the phrases are identified by taking all 

the terms in the corpus and apply the window length of the phrase, example, if we 

have a term T and window size of 4, the different phrases will be T, T +1, T +1+2, 

T +1+2+3 and T +1+2+3+4 

3. Prune the discovered phrases to obtain only important phrases which can allow 

identification of document similarity 

4. Compute similarity.  Each phrase is represented by top n phrases ranked 

according to their appearance in the corpus.  Document sharing more of these 

sentences are similar. 

We present the algorithm to perform this action.  The algorithm starts by creating the 

important phrase in the collections.  The occurrence of a phrase in the collection is used as 

a measure to the weight of the phrase in the corpus.  The index created for this step is 
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pruned to remain with an index containing important phrases which will be used to 

compute document similarity.  Another algorithm computes pairwise document similarity 

in the document collection.  The algorithm starts by extracting important phrase in the 

document to be compared.  For efficiency, the algorithm discards the phrases considered 

as not significant for the process.  The similarity is obtained by counting the shared 

phrases of a different document.  As seen before, the index stores the document having 

the phrase in the posting list.  The algorithm retrieves these posting lists and counts the 

document appearing in these lists.  This count represents the similarity between two 

documents therefore the algorithm keeps it in the similarity index.  The algorithm is 

described below. 

 

Algorithm: Building Phrase Index 

Input:  C  The corpus to be processed 

 W: The window size 

Output : I The index of all possible phrases in the corpus 

L = EmptyList () 

I = Index() 

For Each d document in C 

 D1 = CleanTerms (d) 

 For Each T term in D1 

  //Create the phrase according to the window size 

  Phrase = EmptyString () 

  For I 0…W //Window size 

   Phrase = Concatenate (Phrase, T+1) 

   I.AddOrUpdate (Phrase, D1.Name, Count+1) 

  End  

 End 

End 

//Produce the index of Important phrases to be used in similarity computing 

 

For each K Key in the HashTable 

 If K.PhraseCount< T 

  Remove(K) 

 End if 

End 

RETURN (I): The Index of possible phrases 

 

3.2. Duplicate or Near-Duplicate Document Detection 

In large corpus, it is possible to have multiple instances of the same document, or 

several documents may be near duplicate where the documents are not identical but share 

large portions of their text.  The proposed method provides a way to efficiently identify 

those portions in a different document and present the percentage of similarity between 

documents in the corpus.  The similarity of two different documents will be expressed by 

a real number between 0 and 1.  For this representation, 0 means that two documents in 

consideration are totally different while 1 or a number near to 1 means those two 

documents are similar or near similar.  To perform this task, the proposed method rank the 

phrases of the document in the corpus and then select the top N ranked sentences to keep 

for every document so that they may be used for similarity detection.  As we said before, 

the phrases are ranked according to the frequency of their appearance in the corpus.   

A hash table is used to store the phrases and the related documents are kept as posting 

lists.  The creation of this hash table is an offline operation and is stored for consultation, 

as it will not be necessary to recreate it in every arrival of a document.  Two options are 

possible in computing document similarity: one is to search how documents in the 

collection are related to each other and secondly comparing every document to the rest of 

the collection.  Another option is the case where we have one document and we want to 

know its novelty compared to the collection.  If the document has a high rate of phrase 

similarity to the collection it implies that the idea in the document is old because it is 
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shared by many documents, but if the rate of similarity to the corpus is low then the 

document is presenting a new idea. 

 

3.3. Pairwise similarity 

The similarity of one document to the other is a very important task in Information 

Retrieval because it may be used to know a set of document sharing the same idea.  This 

is mainly used to determine different clusters in the documents collection.  The proposed 

method determines the similarity of documents by using the similarity matrix: the index is 

scanned once to fill the similarity matrix which will determine the similarity rate of a 

given document to the rest in the corpus.  After filling the similarity matrix, the only 

document with a similarity rate less the threshold will be discarded. 

Index created by off-line operation contains only important phrases for documents in 

the collection.  Some documents will not be represented in the index if they do not have 

important phrases.  The similarity between two different documents is determined by the 

number of the important phrases they have in common.  The proposed method goes 

through the index and for every posting list it counts the number of documents appearing 

together in that posting list.  Here we may use Map-Reduce paradigm to efficiently count 

the number of document sharing the sentences if we take phrases to be basket and the 

documents Identification as items.  A hash table is created in which the key is the 

concatenation of two documents ID and the value keep the number of phrases those two 

documents have in common.  The following algorithm depicts the whole idea. 

 

Algorithm: Document similarity 

Input: The Corpus Index 

Output: Document Similarity matrix 

 

//Create Index for important phrases 

 

D = Documents in data set 

Ford Document in D 

 Pr = Get Phrases for d 

 For p phrase in Pr 

  If p is in Index Then 

   PriorityQueue.Add(p, Index.p) 

  End If 

 End For 

 //Add the important phrases of document to the new Index 

 PrunedIndex.Add(n first elements in PriorityQueue) 

End For 

 

//Similarity of documents: obtained by counting shared phrases 

For DID DocumentId in Corpus 

 PostingDoc = Index.PostingList(Phrase in DID) 

 While PostingDoc is not empty 

  For each el In PostingDoc 

   SimilarityMatrix[DID,el] += 1 

  End For 

  PostingDoc.GetNexPostingList(Pphrase in DID) 

 End While 

End For 

 

3.4. Similarity of Document Compared to the Document Collection 

When comparing the documents in a large collection, sometimes there is a need to 

know the content of the document compared to the collection.  It is important to know 

how the document content is related to the collection and to what extent.  If the main idea 

of the document is shared by several documents, the rate will be high and this means that 

the content of the does not present a new idea compared to the collection.  On the other 
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hand, if the rate of the similarity of the document to the collection is low, it means that the 

idea in the document is new compared to the collection. 

The proposed method determines this similarity using the index of the important 

phrases.  To determine the similarity we need the weight of each phrase compared with 

the document collection and the total of the weight should be 1.  We use the index created 

previously to generate the weight of each phrase which will be used to compute document 

similarity compared with the collection.  The formula to get these weight is weight = 

Phrase frequency / Total number of phrases in the collection. 

The proposed method gets the important phrases of the document to be compared and 

then use the index to get the weight of every important phrase of the document.  This 

weight determines the similarity ratio of the document to the collection. 

 

3.5. Comparing a Document to the Corpus 

Sometimes we want to know the input of the document to the entire set of documents 

in the corpus.  When the document shares many phrases to the corpus, it means the 

document contain an old idea.  If only a few phrases are shared, it means the document 

contain a new idea. 

By creating an index of important phrases, we assign each phrase a weight according to 

the corpus.  This weight may be the rapport of the number of repetition of this phrase in 

the corpus by the total number of the phrases to be considered.  The value will be situated 

between 0 and 1, and the total of the values of all phrases is equal to one.  The algorithm 

to detect the similarity of document compared to the data set. 

 

Algorithm: Similarity of Document to Data set 

Input:  Doc the Document to check 

 The Important Phrases Index 

Output: The pourcentage of similarity of document to the entire data set 

Sim = 0 

List = GetImportantPhrases(Doc) 

For s Phrase in List 

 Sim =Sim + Index.s(value) 

End For 

Return (Sim) 

 

 

4. Experimental Results 

In order to test the effectiveness and efficiency of the phrase-based document 

similarity, we conducted a set of experiments using our proposed data model and different 

similarity measures.  In these experiments, we compare our method to the traditional 

keyword tf-idf similarity measure to evaluate our algorithm while comparing document to 

corpus or pairwise document similarity.  In the comparison process, we use six data sets 

composed by different number of documents generated from the public benchmark 

document corpus for Text Retrieval Conferences (TREC), namely RCV1. 

The document similarity calculated by our method was used to create an index which 

determines the pairwise similarity of all documents in the collection: the key for the index 

is the concatenation of two documents ID and the value is the number of phrases these 

documents are sharing.  As seen before, the index will maintain only documents having a 

value greater than or equal to the threshold given to determine the similarity among 

documents. 

In order to evaluate the quality of the presented method, we adopt F-Measure, a quality 

measure widely used in the Information Retrieval and Text Mining for the purpose of 

document similarity for large data sets.  F-Measure combines precision and recall ideas 

in Information Retrieval.  Intuitively, recall measures how well a retrieval method is 
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doing at finding all the relevant documents for a query, and precision measures how well 

it is doing at rejecting non-relevant documents.  The precision and recall for sets of 

documents are defined as: 
 

               (6) 

 

                (7) 

 

Where Na is the number of relevant documents retrieved, Nb is the number of all 

retrieved documents and Nab is the number of document retrieved which are relevant 

(intersection between relevant document and retrieved documents).  The F-Measure 

combines both values by the following formula: 

 

              (8) 

 

4.1. Document Collection 

We generate a document collection from RCV1 published by the Reuters Corporation 

for information retrieval research purposes [13].  From this corpus, we construct six 

different data sets to analyze the effectiveness of our method on different size of data sets.  

Figure 2 shows the impact of the phrase size to the effectiveness of the method.  

Intuitionally phrases should provide a better indication of the content of a document, this 

implies that increasing the size of the phrase should increase also the quality of document 

retrieved to some extent.  But when the phrase becomes too large the effectiveness falls 

down.  We conduct experiments for different phrase size as shown in Figure 2.  For the 

different data set, we have seen that a phrase made up of six words gives a better 

effectiveness for our method. 
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Figure 2. Comparison of F-Measure for Different Size of Data Set 
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We compare phrase-based document similarity detection with the traditional keyword 

tf-idf document similarity.  Six data sets of different number of documents are used to test 

the effectiveness of our method while compared to tf-idf.  Fig. 3 shows that for Phrase-

based document similarity detection has an average increase of 16% of F-measure 

compared to tf-idf method using single words.  The comparison results indicate that the 

use of phrases in computing documents similarity will not compromise the quality of 

similarity results.  It is obvious that the phrase based similarity plays an important role in 

accurately judging the relation between documents. 
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Figure 3. F-Measure comparison between PBDS and TF-IDF Method 

4.2. Efficiency 

To understand the run-time complexity of the proposed method, we first analyze the 

decomposition of our method.  Our method can be separated in two main procedures: the 

first one is to create the index and then deduct another compressed index which will be 

used in document similarity, and contains only important phrases for the document 

collection.  The second procedure is the computation of pairwise documents similarity 

itself. 

Six data sets of a different number of documents were used for this test.  We 

experiment the behavior of our method on different size of data set for indexing and 

documents comparison.  We use different numbers of words for the size of a phrase 

(between 3 and 9) and give a different number of the document in every data set.  The 

resulting times of test‟s execution are visualized in Fig. 4.  One can notice that the length 

of a phrase has an impact on execution time; this is obvious because for the long phrase 

the method creates more terms to figure in the index.  We recall the efficiency results 

where we have seen that short phrases tend to behave like single word tf-idf method.  

After experiments, we have seen that a phrase length of six consecutive words can 

provide more efficiency in reasonable time if we compare to the traditional keyword tf-idf 

method. 
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Figure 5: Execution Time Comparison between PBDS and TF-IDF Method 

After the creation of index, the method performs the pairwise document similarity 

detection.  We experiment the time used to compare one document or a group of 

documents against a data set of different size.  As the index remains unchanged, the 

execution time is reduced.  Fig. 5 shows the trend of execution time of our method on 

different size of data sets.  We can notice that the execution time is almost similar for 

different size of data set, this is because we have cut the size of documents to remain only 

with n important phrases for every document.  The cut has an impact on time execution 

because it reduces the index and also the number of phrases to be compared.  With this 

experiment, we notice the improvement of execution time when we compare our method 
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to the traditional keyword tf-idf counterpart.  The Fig. 5 shows that there is an 

improvement on time execution of our method, and the trend of tf-idf method shows that 

it need more time when the number of documents increases.  Fig. 6 shows the execution 

time comparison of our method and tf-idf in general.  The trend of both method show the 

increase on time execution when the number of documents increases, but still there is an 

improvement on execution time of our method compared to the traditional keyword ft-idf. 
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Figure 6. Execution time comparison between PBDS (with different data set 
and phrase length ) and TF-IDF method 

 

5. Conclusion 

In this paper, we presented a Phrase-Based Document similarity in an attempt to 

improve the pairwise document similarity in a large document collection.  To achieve 

more accurate results for similarity among documents in a large collection, the method 

presented in this paper gives another way to solve the problem of document similarity by 

opting to represent a document with a phrase as an important feature to represent a basic 

property of a document.  A phrase is a more informative feature term and by intuition, 

document similarity accuracy should be improved by using the phrase rather than using 

words as document feature terms. 

In this paper, we presented a method which analyze documents and identify the 

weights of different documents phrases and breaking down the document into its 

important sentences for further processing.  The method creates an index of these 

important phrases which is used for document similarity computation.  The most 

important component of the index created by our method that has the most impact on 

performance is the indexing of phrases and their levels of significance.  This model 

enables us to perform phrase matching and similarity calculation between documents in 

an efficient and accurate way: once the index is created, to compare incoming document 

to the corpus require only extract the important phrases for the document and lookup in 

the index to identify its similarity to another document in the same collection.  The 

similarity level was then defined by the weight of important phrase of the document found 

in the index.  We have conducted different experiments and realized that the method 

presented in this paper effectively outperform the term-based tf-idf.  The experiments 
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conducted show that our method have an increase of an average of 12% F-Measure if we 

compare to tf-idf counterpart.  This is obvious because a phrase should represent better 

the feature term of the document than an individual word.  The experimental results 

validate that the new method is more effective by producing more documents similar or 

near duplicate.  Through the experiments we realized that the implementation of phrase-

base document similarity is resources consuming in some cases: even though it is more 

accurate, its efficiency starts to degenerate when the size of the phrase becomes big.  With 

a phrase size of six consecutive words, we have found that our method can performs 

better.  
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