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Abstract 

In order to solve the problem that the present logging image reconstruction algorithm 

has certain staircase effect and ring effect during the discrete Poisson noise image repair 

process, a noise reduction algorithm based on Schatten matrix operator for discrete 

Poisson logging image is proposed in this article. Specifically, Schatten norm matrix of 

Hessian operator is adopted to estimate each pixel value of the image, and meanwhile the 

non-quadratic regularization function is adopted to eliminate the staircase effect; then 

Poisson measurement model is integrated with Schatten regularization function to 

construct the minimum objective function; then  norm proximal mapping estimation 

algorithm is defined and  is adopted to decouple the data fidelity item and the 

regularization matrix in the objective function, thus to recover the image. The simulation 

result shows: compared with present denoising technology, the algorithm proposed in this 

article has better repair effect and greater similarity in the aspect of processing the 

discrete Poisson noise. 
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1. Introduction 

During the photosensitive detection process of many imaging devices, the image 

quality can be seriously influenced due to Poisson noise caused by the fluctuation of the 

detected photons [1-3], especially Poisson noise inverse problem [4-5]. Therefore, many 

scholars have proposed corresponding Poisson noise reduction algorithms [6-7]. For 

example, Dupe [8], et al. have firstly converted Poisson data into the data able to be 

processed by Gaussian function through variance stability conversion and then minimized 

the objective function composed of linear data fidelity item and regularization matrix, 

thus to realize image reconstruction, and the simulation data display algorithm has better 

repair effect; Bai Jian [9] has designed a Poisson denoising algorithm based on integral 

differential equation to eliminate Poisson noise, wherein this equation can effectively 

eliminate Poisson noise through suitable dimension function, and finally he has also given 

relevant instances to prove algorithm effectiveness. 

These algorithms aims at converting Poisson noise into Gaussian function for image 

repair and have certain repair effect for Poisson image, but it is difficult for these 

algorithm to process discrete Poisson images and these algorithms also have obvious 

blurring effect and staircase effect. Therefore, Schatten norm regularization Poisson 

logging image reconstruction algorithm based on Hessian operator is proposed in this 

article. Specifically, Schatten norm matrix and non-quadratic regularization function are 

adopted to eliminate ring effect and staircase effect; ADMM is adopted and pS
norm 
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proximal mapping estimation algorithm is defined, thus to decouple the data fidelity item 

and the regularization matrix in the objective function. Finally, the algorithm 

reconstruction performance is also tested in this article. 

 

2. Degradation Model 

According to linear operator degradation and Poisson noise image, the following 

degradation model is obtained: 

 ( )y T Kx , (1) 

Therein, matrix K ∈ RM×N denotes the space response model of the image sensor; T 

denotes the function for describing the property of the measured noise; My R  and 

x RN

  respectively denote the vectorized logging image and the estimated image; R  

denotes a group of nonnegative real numbers. 

 

3. Matrix Operator Regularization 
 

3.1. pS  Norm Matrix 

Firstly, define a group of unitary matrixes }X:X{ -1 Hnnn XCE   , wherein C  is a 

group of complex numbers and  H. is Hermitian transposed matrix. 

Then, define a group of positive semi definite diagonal matrixes: 

 }0),(:{ 2121 jijiXRXW
nnnn







 (1) 

If X ( 21 nn
CX


 ) is set as HVUX  which can be decomposed by a singular value, 

wherein 1n
EU  , 2n

EV  , 21 nn
W


 , then the p -order Schatten norm ( pS normal) can 

be defined as follows: 

 
  pnn

k

P

kpsX
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  (2) 

Therein, 1p ; p  denotes the order of pS  norm; k  denotes the Kth singular value of 

X . 

 

3.2. Regularization of Hessian Operator and Matrix Operator 

The discrete Hessian operator is denoted by , and the image intensity in yx NN   

grid is assumed to be rasterized by vector x with the dimensionality as yx NNN   in 

order to make the pixel at the coordinate  ji,  mapped to the nth entry of vector x, 

wherein the mapping relation can be expressed as  1 ijNn x . Then, the discrete 

Hessian operator shall meet the mapping relation : gRn : (
22 nRg ). For x nR , 

x can be defined as follows: 

  
   
    












nrrnrr

nrrnrr

n XX

XX

2221

2111

x  (3) 

Therein, Nn ,...,1 ; r1r1 r2r2 r1r2, ,    denotes the finite difference operator. 

Then, Hessian operator and pS norm can be combined to obtain the regularized 

Hessian Schatten norm matrix operator: 
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pSps p

N

n
np  (4) 

 

4. Poisson Image Reconstruction Algorithm Design 

Poisson image reconstruction in this article includes two parts: 1. Obtain punishment 

ML estimation value; 2. Decouple data fidelity item and regularization matrix. 

 

4.1. Punishment ML Estimation Value 

According to Model (1) and Model (4), punishment ML estimation value 


x  of an 

image can be obtained: 

 
     

)x(,

xlogx)x(minarg

1x

1x

Cp

KyKfx
M

m

mmm
RN

 

 




 (5) 

Therein, 0 is the regularization parameter used to balance data fidelity and 

punishment item; C is the indicator function of convex set NRC  . 

Then, Model (5) is evolved into a general form: 

 







 



 K

k

kk
R

Afx
N

1x

)x(minarg  (6) 

Therein, kA  is a linear operator in mapping relation k

N

k XRA : . 

In order to rapidly find solution x̂ , ADMM is introduced in this article to decouple (6) 

[10]. If auxiliary variable k
X

k
A

k
Z  x  is introduced, then Model (6) can be 

converted as follows: 

 








K

k
kZkfZf

AZ

1

)()(min

Rx N

Xx

 (7) 

Therein, xAZ  denotes the mapping of x  in a multiple linear space 

1 ... kX X X   , and the following formula can be obtained: 
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   (8) 

The general form of ADMM is as follows: 

 )()x(min
x

zfg
cBzA




 (9) 

Therein, LMLNLM RcRBRARz   ,,,,Rx N . 

The augmented Lagrange equation corresponding to Formula (7) is as follows: 

 
2

a X

a
( x,z, ) f ( z) ,Ax-z X Ax-z

2
   

 (10) 

Therein, X is corresponding to dual variable kk X and 0a is a penalty 

parameter; 
X

.,.  and 
X

.  respectively denote internal product and standard linear space 

X . ADMM iterative formula corresponding to Formula (7) is as follows: 
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 11t1 x   ttt zAss  (11c) 

Therein, 
a

s


 . 

z-update in ADMM is decoupled by K element to obtain the following formula: 
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 (12) 

Through Model (11a), each 
1t

kz can be independently converted as follows for relevant 

calculation: 

 ,,...,1),u(prox t

k
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 (13) 

Therein, k

t

kk XsA  tt

k xu . 

 

4.2. Decoupling of Data Fidelity Item and Regularization Matrix 

Finally, objective function ( )f x  is decoupled, and (5) is converted as follows: 
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Therefore, the approximate mapping  t

1uprox
/1 af  of 

t

1

tt

1 sxu  K  is as follows: 
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Additionally, 3f  refers to the indicator function, its approximate mapping is 

corresponding to its projection in convex set C . The projection formula is as follows: 

    0,umaxuprox t

3

t

33/a
f  (17) 

Therein, 
t

3

tt

3 sxu  ; 0  is a zero vector with the dimension as the same as that of 
t

3u ; 

max  is calculated on the basis of specific components. Finally, in order to obtain z-

updates, it is necessary to calculate the approximate mapping related to function 2f . 

According to Model (15), 2A  is corresponding to Hessian operator, so gZ 2 . 
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Additionally,  t

22/a
uprox f can be also decomposed through g t

2

tt

2 sHxu . 

Therefore, the following formula can be obtained for variable gY  : 
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 (18) 

On the basis of combining Model (18), the calculation of 2f approximate mapping can 

be concluded as the calculation of the approximate mapping of N function, and the 

function is defined as follows: 

 
pP SF
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 (19) 

In order to effectively execute Model (19), the following proposition is defined in this 

article: 

Proposition 1: set 21 nn
CY


 , wherein Y  is matrix HVUY  which can be 

decomposed by a singular value; 1n
EU  , 2n

EV   and 21 nn
W


 . If   pp SΨ ..   

and  
pp ..    are true, then the following approximate mapping can be obtained: 

  YX
p

proxˆ
  (20) 

Namely: 

 
  

p

ˆ prox HX Udiag V 
 (21) 

Therein,  .diag  is a diagonal matrix and   denotes a vector of singular value Y . 

Argumentation: all Schatten norms are invariable, so the approximate mapping (20) 

can be equivalent to: 
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Matrix XVUZ H  is put into (22) to obtain: 

   
);(

2

2

1
minargˆ





Zh

SF
Z

P

ZZZ 
 (23) 

Proposition 1 can provide the direct relation between the approximate mapping of a p  

vector norm and the approximate mapping of a pS  matrix norm. According to 

Proposition 1, an algorithm is designed in this article to estimate the approximate 

mapping of a pS  norm: 

(1) Decompose Y through singular vector and singular value mentioned in singular 

value decomposition method; 

(2) Estimate the approximate mapping of p norm in   (a vector of singular value 

Y ); 

(3) Adopt the result of Step (2) for reconstruction through the singular value in order to 

obtain final result. 

The optimal solution of (23) is a positive semi-definite diagonal matrix. 
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Therein, ̂  is a diagonal matrix of singular value Ẑ . Obviously, the in-equation in 

(24) shall meet the following condition: 

   
2

,Re  BA
H BAtr   (25) 

Therein, 21,
nn

CBA


 ;  BA , respectively refer to the vectors of singular values A 

and B. Additionally, the above in-equation can be obtained according to Von Neumann 

tracking theorem. 

According to the result of Schatten norm definition, equation 1,ˆˆ  p
SS pp

Z  can 

be obtained. 

Ẑ  is the least element of function h , so  ;Ẑh  shall be the minimum value. 

According to Model (24), the lower bound of  ;Ẑh  can be obtained and meanwhile 

indicates );ˆ();ˆ(  hZh . Therefore,  ˆẐ  is true, and  ;Ẑh  is the minimum 

value. This also indicates that Ẑ  is a positive semi-definite diagonal matrix and the 

optimal solution of Model (23) is also a positive semi-definite diagonal matrix. 

Additionally, the solution of Model (23) can be expressed as  ZdiagZ ˆˆ  , wherein Ẑ  

can be obtained according to Formula (26): 

 
  p
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ZZZ
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2

22

1
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 (26) 

  vector can be obtained through diagonal element  , and then Model (21) can be 

obtained through the optimal solutions of Models (22) and (23). 

So far, the argumentation is ended. 

Finally, x-update of present partition method can be obtained through processing a 

linear equation system, wherein the linear equation system is as follows: 

         ttttttTTt SZSZSZKKKX 3

1

32

1

21

1

1

11 HIHH    (27) 

Therein, 
1 1 1 1 1 2 1 2 2 2 2 2

H H 2r r r r r r r r r r r r

           . 

In Poisson inverse problem, degeneracy operator K  does not have any special 

structure, so the deflection gradient method (DG) can be used to process Formula (27) in 

order to obtain x-update. 

 

5. Enclosure Form of Approximate Mapping of pS  Norm (  ,2,1p ) 

According to Proposition 1, the approximate mapping of 1S  norm is correlated to that 

of 1  norm, and the approximate mapping of 1  norm can be obtained through the soft 

threshold value operator    max ,0S     , wherein   is a threshold value. 

Therefore, the approximate mapping of 1S norm can be obtained: 

      HVSUdiagY
S




1
.

prox  (28) 

Therein,   is a vector of singular value Y . 
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Then, according to Proposition 1 and the approximate mapping of 2  norm, the 

approximate mapping of 2S norm can be obtained. The approximate mapping of 2  norm 

is as follows: 

  xfyxy
Q

QX
f 



2

2

1
minarg)(prox  (29) 

Therein, Q  is a multiple linear space 1,... KQ Q Q . 

On the basis of combining Model (29), the approximate mapping of 2S norm can be 

obtained: 
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Therein, W is a zero matrix with the dimension as the same as that of Y , and the 

calculation of the approximate mapping of S  norm needs the following approximate 

mapping of   norm: 

   )b.,min(prox
.







 (31) 

Therein, b  is a complex vector. For any 
2

 R ,   can be calculated through 

decomposition method: 
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Therein,  21 , are respectively the maximum value and the minimum value of  . 

The approximate mapping of S  norm is as follows: 

      H

S
VbUdiagY .,minprox

.







 (33) 

 

6. Simulation Result and Analysis 

In order to verify the validity and the excellence of the algorithm proposed in this 

article, the contrast algorithms are set as follows: literature [12] is recorded as algorithm 

A and literature [13] is recorded as algorithm B. Corresponding result is obtained through 

MATLAB test. Specifically, Figure 1(a) is taken as the actual logging image, and discrete 

Poisson noise and Gaussian blur are added therein to generate the target to be 

reconstructed, as shown in Figure 1(b); then the technology proposed in this article and 

the contrast algorithms are adopted to repair Figure1 (b), and the corresponding results are 

as shown in Figure 1(c)~Figure 1(e). 

 

6.1. Noise Reduction Effect of Discrete Poisson Logging Image 

The results of adopting different denoising technologies to repair Figure 1(b) are as 

shown in Figure1. According to the visual quality in the following figures, the noise 

reduction technology proposed in this article has better effect for eliminating Poisson 

noise, as shown in Figure 1(e), wherein the denoised image does not have any ring effect 

and the texture edge of the logging image can be well preserved, without any image 

information loss. However, the contrast denoising algorithms do not have ideal effect; 

although the results are visually accepted, these contrast algorithms have certain staircase 

effect and edge blur, as shown in Figure1(c) and Figure1(d). Actually, Schatten norm 
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matrix of Hessian operator is introduced in this article to estimate each pixel value of the 

image in order to better adapt to the variation of image intensity. Meanwhile, the non-

quadratic regularization function is adopted to take S p  norm regularization matrix as the 

regularization function of the potential function for solving Poisson inverse problem in 

order to effectively eliminate staircase effect. However, the contrast algorithms are mainly 

used to process common noise, without the consideration of discrete Poisson inverse 

problem, so it is difficult for such algorithms to reconstruct discrete Poisson noise. 

 

                      

(a) Target Image                        (b) Discrete Poisson Noise + Gaussian Blur 

                      

(c) Image Denoised by Algorithm A    (d) Image Denoised by Algorithm B 

 

(e) Image Denoised by Technology Proposed in this Article 

Figure 1. Noise Reduction Effects of Different Denoising Technologies 

 

6.2. Contrastive Analysis of Structure Similarity SSIM 

Structure similarity  SSIM Structure Similarity is an important indicator [14] for 

evaluating the logging image repair quality, so SSIM is adopted in this article to quantize 

the denoising effects of these denoising technologies. Before testing SSIM value, it is 

necessary to adopt fitting approach technology to obtain the curves of the predicted value 

and the subjective value of the test object. In this article, the test is carried out in USC SIPI  

dataset to obtain DMOS  ( Difference of MeanOptinion Score ) and SSIM curves, as shown in 

Figure2. The specific steps are as follows: firstly, the three noise reduction algorithms are 

adopted to repair the image in Figure3(b), wherein the corresponding output results are as 
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shown in Figure3(c) ~ Figure3(e); then, obtain DMOS  values of Figure3(c) ~ Figure3(e) 

corresponding to Figure3(a) according to the method mentioned in literature [16]. 

According to Figure2, SSIM of each algorithm can be finally obtained, as shown in Table 1. 

According to Figure3 and Table 1, the algorithm proposed in this article has optimal noise 

reduction effect and the output logging image has clear texture edge, without any ring 

effect and staircase effect, thus to make the algorithm proposed in this article have small 

distortion degree and maximum SSIM value, namely 0.927. Additionally, the image 

reconstructed by algorithm A has obvious ring effect, as shown in Figure3(c), and the 

output image losses texture and edge (the characters in the image are blurry); the image 

reconstructed by algorithm B is blurry and partially losses the texture; SSIM values of 

algorithms A and B are respectively 0.826 and 0.904. If SSIM value is larger, then it is 

indicated that the denoised image is more similar with the image in Figure2(a), because 

Schatten norm matrix of Hessian operator is introduced into the algorithm proposed in 

this article to better adapt to the variation of image intensity, and meanwhile the non-

quadratic regularization function is also adopted to eliminate staircase effect and enable 

the repaired image to have least texture edge loss as well as maximally preserve image 

information, thus to have minimum distortion and maximum SSIM value. However, it is 

difficult for the contrast algorithms to process discrete Poisson noise, so the reconstructed 

image has large distortion and accordingly has minimum SSIM value. Therefore, the noise 

reduction technology proposed in this article can effectively process discrete Poisson 

noise. 

 

 

Figure 2. Fitting Curve of DMOS and SSIM  

                                                 

(a) Target Image                  (b) Discrete Poisson Noise + Gaussian Blur 
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(c) Image Denoised by Algorithm A    (d) Image Denoised by Algorithm B 

 

(d) Image Denoised by Technology Proposed in this Article 

Figure 3. Noise Reduction Effect of Different Denoising Technologies 

Table 1. Average PSNR Corresponding to Different Algorithms 

Name 

Algorithm 

Proposed in this 

Article 

Algorithm A Algorithm B 

(dB) 

Average PSNR (dB) 
0.927 0.826 0.904 

 

7. Conclusion 

In order to solve the difficulty in using the present noise reduction algorithm for 

processing Poisson noise, a Poisson logging image reconstruction algorithm based on 

matrix value operator is proposed in this article. Specifically, Schatten norm matrix of 

Hessian operator is introduced therein to estimate each pixel of the image in order to 

make the algorithm widely applicable to natural images; the non-quadratic regularization 

function is also adopted to eliminate staircase effect; Poisson measurement model and 

Hessian Schatten regularization model are combined to construct the minimum objective 

function; ADMM is adopted to decouple the data fidelity item and the regularization 

matrix in the objective function and denoise the image. The experimental data show: 

compared with present image denoising technology, this denoising technology has better 

quality and can significantly reduce staircase effect and ring effect. 
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