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Abstract 

Aiming at the problem of low accuracy and high computational complexity of the 

traditional social network community recommendation algorithm, a rapid spanning tree 

detection algorithm is proposed to independently discriminate social network community 

with the weak connected edge, in order to improve the accuracy of community 

recommendation and reduce the complexity of algorithm. Firstly, according to the 

characteristics of social network community recommendation, the maximum spanning 

tree algorithm is proposed, which is based on the edge weight distribution node 

similarity, to realize the effective detection of social network community. Secondly, for the 

proposed algorithm having the problems of repeated adding and deleting of weakly 

connected edges and the waste of computing resources, a rapid spanning tree detection 

algorithm based on the independent discrimination of weakly connected edge is proposed 

so as to further improve the calculation efficiency of the algorithm. Lastly, the 

effectiveness of the proposed algorithm is verified by comparing the experimental results 

in the standard test database. 

 

Keywords: Weakly connected edge; Independent discriminant; Social network; Rapid 

spanning tree 

 

1. Introduction 

Social network, with its fast and convenient communication, is becoming more and 

more popular. At the same time, some software and applications based on the internet 

gradually take social networks as the main framework, users as nodes, the information 

link between nodes as a marginal connection in social networks, and according to the 

relationship between nodes, social networks can be expressed as a directed or undirected 

graph, in which the dense community recommendation is a very valuable and challenging 

key issue in social network research [1-2].  

In recent years, a new social network form typically represented by Twitter and Sina 

Weibo rises gradually, and its main feature is the existence of a large number of weak 

connection edges. Because of the one-way property of weak connection edges, social 

networks represent obvious heterogeneity. For example, the nodes of natural persons 

based on the interests pay one-way attention to the nodes of media and other topics, while 

the nodes between natural persons based on real relationship will build two-way attention 

relationship. In real networks, the bidirectional strong connection is far less than the one-

Onli
ne

 V
ers

ion
 O

nly
. 

Boo
k m

ad
e b

y t
his

 fil
e i

s I
LLEGAL.



International Journal of Multimedia and Ubiquitous Engineering 

Vol.11, No.3 (2016) 

 

 

210   Copyright ⓒ 2016 SERSC 

way weak connection subscription relationship. Therefore, efficient processing of weak 

connections is the key factor to improve the detection and recognition of social networks. 

At present, there are many research on social network community recommendation 

algorithms, and research direction involves collaborative filtering, content 

recommendation, clustering and association rules, etc. Among them, collaborative 

filtering is based on the similarity of user interest points as the evaluation index for 

recommendation [4], which needs to interact with the users, reflected through the 

evaluation scoring form, but because social network does not have evaluation scoring 

concept, and data is extremely sparse, resulting in collaborative filtering unable to be 

applied in real social networks. And recommendation based on contents is to have 

community recommendation according to the previous interest points of users, which is 

suitable for the function of friend recommendation, as Literature [5] with natural language 

to express user node tweet and to find and recommend congenial friends. The design of 

Literature [6] is the algorithm based on Twitter users’ interest of fuzzy concept set for 

identification community recommendation, etc. However, this recommendation method 

based on the contents is poor in universality; except for the good results of friend 

recommendation, the detection performance of other communities is general. In addition, 

a community recommendation algorithm based on association rules  is proposed in 

Literature [7], and the clustering social network community recommendation algorithm is 

proposed by Literature [8]. 

As can be seen from the above algorithms, social network community recommendation 

is similar to a sort or clustering; from the inter node relationship, in fact, it is more 

suitable to use the spanning tree algorithm for recommendation. This paper firstly studied 

on the implementation of spanning tree algorithm of the social network community 

recommendation. In the research of spanning tree, Literature [9] proposed a modified 

minimum spanning tree algorithm. Literature [10] proposed a parallel algorithm of GPU 

minimum spanning tree, etc.. Different from the above literatures, this paper first learns 

from the standard maximum spanning tree algorithm for social network community 

recommendation. Then, different from the proposed design concept of social network 

community, this paper introduces the pre-sentence processing of weak connection edges, 

which can effectively prevent the large number of weak connections that leads to the 

problem of redundant operation of the spanning tree algorithm, thus greatly reduces the 

computational complexity of the algorithm.  

Therefore, the main work of this paper is in two aspects as follows: first, the 

introduction of the maximum spanning tree algorithm to the social network community 

recommendation for research; second,  the introduction of the pre judgment processing of 

weak connection edges, which effectively reduces the computational complexity of the 

algorithm and improves the practical application value of the algorithm. 

 

2. Problem Description 

Literature [11] proposed a modularity density ( D value) theory of network community, 

and put forward a simplified mixed integer nonlinear programming model (MINLP) based 

on it, but this model requires that the number of communities is known, or else it cannot 

start the algorithm. Firstly, the D  value network community model is introduced as 

follows:  
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Figure 1. Simplified Model of Network Community 

For the given network:  ,G V E , there are N  nodes and M edges, V is the 

collection of N nodes, E is the collection of M edges (node connection), shown as in 

Figure 1. Then the C community model of D value can be described as: 
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In the formula,  is adjustment parameter, iV is the node collection of community i , 

iV means node collection that does not belong to community i in the network, iV is the 

cardinal number of community i , then the definition of function L  is as follows: 

   ,,
a b

a b i ji V i V
L V V a

 
   (2) 

   ,,
a b

a b i ji V i V
L V V a

 
   (2) 

In the formula, ,i ja refers to the j column i row of adjacent matrix A, for the 

establishment of mathematical model of complex network community. 

The network community model can be defined as: 
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In the formula, for any ,i j , to satisfy 1 ,i j n  and ,si sj sG G G , si sj sijV V V  , 

si sj sijE E E  . If for all combination of ,i j , sijV and sijE are both null set  , then 

sG means a set of disjoint independent communities, or else sG is overlapping 

communities, among which, sijV and sijE are the node set edge collection of overlapping 

part ,si sjG G . 

According to the D value theory model of formula (4) in Literature [7], it can be 

expressed as: 
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In this paper, the above model is improved and the quality of network coverage is 

detected and evaluated by using the modular method. The evaluation index can be 

expressed as: 

From the formula (5) modular network community recommendation model, if it is 

made for the maximum value, it should strive to increase the  siE G m  item and reduce 

  
2

deg 2
siv G

v m
  item. The former equals to the maximum of the inner-cluster edge, 

and the latter is equivalent to the minimum of inter-cluster edge. 

Similarly, according to the D value theory, the model of formula (5) can be expressed 

as follows: 
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In the formula,  is adjustment coefficient, existed in negative form, indicating that the 

model can be the maximum number of edges for each community scoring. In the 

detection of large communities,  should be given a greater value to punish the endless 

node; correspondingly, in the detection of small communities, make 0  . Although the 

model can seek for optimal  to solve the problem, for the sake of simplicity, we consider 

 be equal to 0.5. 

 

3. Maximum Spanning Tree Community Recommendation 

 

3.1. Algorithm Steps 

In this paper, the solution of the community recommendation problem is depends on 

the triangular structure of the social network, which is considered as the smallest unit of a 

community. First, use the minimum spanning tree algorithm to design social network 

community recommendation algorithm framework. Then, the divisive hierarchical 

clustering algorithm is used to keep removing the layered weak edge of the split node to 

node. The algorithm steps are as follows: 
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Step 1: (the edge weight assignment). Make  ,G V E as non-weighted network 

topology,  , ,G V E W as weighted network topology, among them, W is all the edge 

weights set, so W M . The above derived edge weights represent the number of 

common neighbor nodes between adjacent nodes. 

If the network side node is a part of the triangle structure, it will be deleted at the 

beginning stage of the algorithm. In order to obtain the network topology with 

weight  , ,G V E W , it needs to take  ,G V E as the input, and then to obtain the similarity 

matrix  ,i jv v  of each edge  ,i je v v E , the form is as follows: 

  
   

   
,

i j

i j

i j

Nghb v Nghb v
v v

Nghb v Nghb v






 (7) 
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   

   
,

i j

i j

i j

Nghb v Nghb v
v v

Nghb v Nghb v






 (7) 

In the formula,  Nghb v is the neighboring node collection of node v , then the set of 

edge weights can be defined as: 

  , ,
i jv v V i jW v v n  (8) 

  , ,
i jv v V i jW v v n  (8) 

The above similarity matrix is similar to the Jaccard similarity measure. If the 

similarity between ,i jv v is high, then  ,i jv v has larger value; conversely,  ,i jv v has 

smaller value. In this paper, the value range of  ,i jv v is    , 0,1i jv v  . 

Step 2: (Maximum Cost Spanning Tree). In the process of constructing a maximum 

cost spanning tree T in weight network  , ,G V E W , the networks are divided into non-

connected subnets by deleting the smaller value edge  ,i jv v . 

In this construction mode, the node v will be connected to the node with the largest 

proportion of the joint node. The construction of the maximum spanning tree is based on 

the following lemma given by Literature [12]: 

Lemma: For the weight network G, the removal of the minimum weight edge of the 

maximum cost spanning tree T is more able to retain more of the triangle network 

community structure. 

Step 3: (Isolated Node Post-processing). After the completion of the above processes, 

some nodes may be out of the community because of some reasons, which are considered 

as noise points, or they are assigned to the community with the most common neighbor 

nodes. Then, the specific process of the maximum spanning tree social network 

community recommendation algorithm is shown as in the pseudo code 1. 

Pseudo Code 1 Maximum Spanning Tree Community Recommendation 

Input: non-weight network  ,G V E ; 

Output: k network communities,  1, ,s s skG G G n ; 

1. begin 

2.   for v V  do 

3.     if  deg 1v   then  \v V v ; end 

4.   end 

5.   for  ,i je v v E  do 
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6.              ,i j i j i jv v Nghb v Nghb v Nghb v Nghb v    ; 

7.     if  , 0i jv v   do   \ ,i jE E e v v ; end 

8.   end 

9.      1, , ,TT V E MST PRIM G W root  ; 

10.  TQ W ; 0s  ;  0 0CM G  ; 

11.  while 0s  ||    1s sCM G CM G   do 

12.     if Q   do  sreturn G ; 

13.          , _p qv v extract min Q  ; 

14.     end 

15. 

       If   ,p qremove e v v creating number of new community nodes is less than 4, do 

16.     continue; 

17.     else do 

18.          ,p qremove e v v ; 1s s  ; 

19.     end 

20.    Export and save the sub community sG from the spanning tree T  

21.  end 

22.   1sreturn G   

23. end 

 

3.2. Instance Analysis 

Suppose network is  ,M V E , the vertex set of network M is  ~V A K , the 

network edge set contains 16 edges, shown as Figure 2. 
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Figure 2. Undirected Connection Graph 

Step 1: As mentioned before, the suspension nodes are first removed, and the nodes 

either are noise points or are distributed to the adjacent nodes. Select the edge  ,A I , and 

find all the common adjacent nodes (not including end node of the edge). The 
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intersections are     2 , ,I A I B F  and     4 , , , ,U A I J K B F . For the other 

edge  ,B F , the intersection and union base are respectively 2 and 6. Its common 

neighboring nodes of the intersection are  ,A I , neighbor nodes of union 

are , , , , ,C D G H A I . Weight calculation values are shown in Figure 2. 

Step 2: Construct the maximum spanning tree of the undirected connected graph, and 

take the weight as an additional input:  , ,M V E W . M is transformed as spanning tree 

 , ,M V E W  , in which E E . Give network graph  , ,M V E W as the input of 

algorithm, the created maximum spanning tree is shown as Figure 3. 

 

B
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{2
, 4

, 0
.5

}

{2, 4, 0.5} {2, 4, 0.5}

{2, 4, 0.5} {2, 4, 0.5}

 

Figure 3. Maximum Spanning Tree 

If the edges are two or more disjoint sets of the connecting bridge, that is, the edge 

weight value is 0, it should be deleted, so that the maximum spanning tree is an acyclic 

graph, which will be described in the following steps. 

Step 3: In Figure 2, the thickness of maximum spanning tree edge is in direct 

proportion to the W value of their respective weights. The vertices of the spanning tree 

are the endpoints of the minimum weighted edges, for example, the edges  ,F H  and 

 ,I J  have larger weights than their connected edges  ,H G ,  ,J K ,  ,A F and  ,A I . 

This means, nodes F  and I  may be attached to more groups, such as F may be attached 

to  , ,F G H and  , , ,A B F I , and I  may be attached to  , ,I J K and  , , ,A B F I . 

Deleting weak edges  ,F H and  ,I J will produce disjoint sets  ,G H 、

 , , ,A B F I and ,K J . 

Step 4: for the suspension nodes that are assigned to their adjacent node groups and the 

terminal nodes that are not included in the former steps, such as nodes C, D and E, now 

join them in. in the original network diagram, the two edges  ,B C and  ,C E  of the node 

C . Because the two edges of C  are both 0, they cannot be included in the final spanning 

tree, which also means that node B is the cut point. Thus, when there is no weak edges 

that can be deleted, the  , , ,A B F I ,  , ,F G H ,  , ,I K J and , , ,B C D E can be available 

as the final results of the algorithm. 

 

4. WERSTA Community Recommendation 

In the above spanning tree algorithm, the spanning tree model is firstly established, and 

then the weak connection edges are eliminated one by one, and finally the module is 

maximized. One drawback of the above algorithms is that the same edges are chosen in 

the process of constructing the maximum spanning tree, while they are deleted in the 

process of hierarchical clustering. The process of offset does not contribute to community 

recommendation, but increases the computational complexity of the algorithm. In this 
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regard, the weak link edge independent discriminant of the rapid spanning tree detection 

algorithm of social network community is proposed as follows: 

Step 1: In a dynamic hierarchical clustering method, all nodes are selected as one 

population or called as community at the start stage. It is assumed that TE  is the finally 

selected the set of edges, RE is the collection of the edges not involved in the clustering, so 

the initial stage is TE  , RE E , Such as the 2-10 lines of pseudo code 2. 

Step 2: The sorting according to the connection strength of the edges is similar to the 

above method, using Jaccard matrix (formula (7)) as the similarity measure in order to 

determine the intensity of the edge. In the process of detecting the mentioned sort of 

edges from strong to weak, detect whether adding edges will improve the module 

coverage, if so, remove them from RE  and add into TE , such as the 11-14 line of pseudo 

code 2. 

Step 3: For all the remaining edges in RE , detect whether adding edges will improve 

the module coverage (independent of step 2), if so, remove it from RE  and add into TE . 

The increase of module coverage and the edge sort in RE  is independent of each other, 

such as the 20-30 lines of pseudo code 2. 

Step 4: All the nodes that the Jaccard coefficient value of all suspension nodes and all 

edges are 0 are added to the final spanning tree graph. The process is the post-processing 

process, not reflected in the pseudo code. 

The computational complexity of algorithm is  logO V E V , which is consistent 

with the algorithm in Chapter 2. But after using this method, it can avoid the redundant 

operation of the weak connection edge repeatedly adding and deleting. 

Pseudo code 2 WERSTA spanning tree 

Input: non-weight network  ,G V E  

Output: k  network communities  1, ,s s skG G G n  

1. begin 

2.   for 1:i n  do 

3.      i iC Makeset v ； 

4.   end 

5.   for  ,i je v v E  do 

6.              ,i j i j i jv v Nghb v Nghb v Nghb v Nghb v    ; 

7.     if  , 0i jv v   do   \ ,i jE E e v v ; end 

8.   end 

9.   1Q W  ; 

10.  j i k n   ； E；    nCM G CM G ； 

11.  repeat 

12.     if Q   do  sreturn G ; 

13.           , _p qv v extract min Q  ; 

14.     end 

15.     if    p qfind set findv vset   find-set( pv ) do 

16.         ,p qvU ion vn ;  ,p qE E e v v   ; 

17.         ,\ p qvE E e v ; i j ; 1k k  ; j k ; 

18.     end 
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19.  until    i jCM G CM G  

20.     for  ,i je v v E  do 

21.        if    p qfind set findv vset   find-set( pv ) do 

22.           ,p qvU ion vn ; 

23.          if    jCM G CM G  do 

24.             1i i  ;
iG G ; 

25.          end 

26.        end 

27.     Sub-graph is derived from 
iG  and stored as 

sG  

28.     end 

29.     return 
sG ； 

30. end 

 

5. Experiment and Analysis 

Hardware equipment: Intel(R) Core(TM)2 Duo CPU 2.5GHz, RAM ddr3 1333 4G. 

Simulation software: Matlab 2013a. Operating system: Win 7 Ultimate. 

 

5.1. Standard Test Database Verification 

Benchmarking network selects three data sets with different sequence and size: Karate 

Club(KC), Dolphin Network(DN), American College Football(ACF), Wikivote, Enron, 

Amazon, DBLP seven baseline networks. The contrast algorithm selects the standard 

spanning tree algorithm (STA) and the Hierarchical clustering detection measure (CNM) 

proposed by Literature [13]. The precision and recall of evaluation index selection are 

shown as in Table 1. The comparison results of precision rate, recall rate, network 

coverage and running time of algorithm are shown in Figure 4. Among them, the 

precision rate and the recall rate indexes are defined as follows: 

 

number of extracted correct information
Precision rate

total number of extracted information

number of extracted correct information
Recall rate

total number of sample information





 


 (9) 

The precision rate and recall rate reflect the precision of community recommendation 

information and comprehensive rate. From simulation results of Table 1, in the precision 

index, WERSTA algorithm is superior to the contrast STA algorithm and CNM algorithm 

in the tested network. The average precision index of WERSTA algorithm was 90%, the 

average precision index of STA algorithm was 85%, the average precision index of CNM 

algorithm was 72%; the STA algorithm is superior to the CNM algorithm. In the recall 

rate index, WERSTA algorithm compared with STA algorithm and CNM algorithm, the 

performance are close, with, the average recall rate index of WERSTA algorithm being 

88%, average recall rate index of STA algorithm being 84%, average recall rate index of 

CNM algorithm being 86%; the STA algorithm is slightly worse than the CNM algorithm. 

Table 1. Comparison of Precision Rate and Recall Rate 

network 
WERSTA STA CNM 

P R P R P R 

KC 0.86 0.90 0.75 0.89 0.72 0.88 
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DN 0.94 0.86 0.85 0.81 0.66 0.73 

ACF 0.94 0.87 0.93 0.82 0.65 0.96 

Wikivote 0.89 0.91 0.83 0.78 0.62 0.87 

Enron 0.88 0.89 0.86 0.82 0.73 0.91 

Amazon 0.90 0.87 0.88 0.86 0.81 0.85 

DBLP 0.89 0.88 0.85 0.87 0.83 0.86 
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(b) Coverage and Running Time 

Figure 4. Experimental Contrast Curves 

Figure 4 (a) is a graphical form of Table 1 data, which can be seen the WERSTA 

algorithm is higher than the contrast algorithm in the precision, and the results of the 

algorithm is more stable. In the recall rate, the WERSTA algorithm is relatively stable, the 

results of the CNM algorithm are more volatile, and the recall rate of STA algorithm is 

relatively poor. Figure 4 (b) is the contrast curve of three kinds of algorithm coverage and 

running time, which can be seen that the coverage index of the WERSTA algorithm is 

better than the STA algorithm, both of them are better than the CNM algorithm. In the 

running time index, the WERSTA algorithm and STA algorithm are similar, both better 

than the CNM algorithm. 

Taking benchmark test networks of Karate Club and Dolphin Network as an example, 

the sub community classification results of WERSTA algorithm and STA algorithm are 

given, as shown in Figure 5. 

Figure 5 shows the community identification results (WERSTA algorithm and STA 

algorithm) of the two benchmark test networks, and marks the differences between the 

two algorithms. Because the rest of the testing data models are more complex, it is not 

expressed here. 

The above simulation experiment is based on the standard test network, the connection 

between the nodes, through the common neighboring node numbers in each other to 
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define, thus reflects the weak connection, which is a kind of suppositional weak 

connection. The next chapter will be based on the perspective of actual data for the 

simulation verification of the algorithm in this paper. 
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(a) Karate Club Community Detection Result 
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(a) Dolphin Network Community Detection Result 

Figure 5. Community Detection Results Sample 

 

5.2. Real Data Experiment 

The data of Sina Weibo platform was obtained by API, and then, by the way of setting 

the seed users, the weak relationship community network was obtained from the method 

of producing interest diagram step by step in the network, so as to construct 

heterogeneous characteristics samples of social network. The production process is: first, 

five adjacent nodes are taken as the seed user nodes; second, grab the adjacent node based 

on the depth-first strategy or the breadth-first strategy to focus on topic node; third is real-

time adjustment of grab ratio based on the network situation,. 

Finally the grabbed data include more than 600 user nodes, 65 topic nodes and more 

than 30000 pieces of microblogging information. The program is achieved based on 
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Python-Java hybrid programming. STA and CNM algorithms are still selected as 

comparison algorithms, evaluation indexes choose precision rate and recall rate, and add 

harmonic mean of the two algorithms measF as a comprehensive index, which is defined as 

follows: 

 
2

meas

precision recall
F

precision recall

 



 (10) 

 
2

meas

precision recall
F

precision recall

 



 (11) 

The sparse degree of network data has a weak influence on the edge number of the 

network. Therefore, this experiment mainly detects the influence on the above mentioned 

indexes with the change of sparsity degree of network. The experimental results are 

shown in Figure 6. 

Figure 6 gives the community identification results of three comparative algorithms in 

the actual data. It can be seen that in the case of low sparsity, the performance of CNM 

algorithm is the highest, and the STA algorithm is the worst. With the sparse degree 

gradually increased, the performance of the algorithm is rapidly improved due to its 

consideration of weak connection, and gradually becomes the best algorithm. While the 

performance of the STA and CNM algorithms are not greatly improved for not 

considering weak connection. 
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Figure 6. Experimental Comparisons of Real Data 

 

6. Conclusion 

This paper proposes a weak connection edge independent discriminant of rapid 

spanning tree detection algorithm of social network community, to improve the 

robustness of detection algorithm to the changes of weak connection edge numbers. 

Through the experimental comparisons of data in benchmarking network and real 

network, the effectiveness of proposed algorithm is demonstrated. In the next steps of 

research, the introduction of feedback mechanism is considered in that the evaluations of 

recommendation results by users are comprehensively considered for real time adjustment 

in the process of spanning tree detection. At the same time, in the background of big data 

era, consider the parallel implementation of the algorithm to improve the practical 

application value of the algorithm. 
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