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Abstract

Aiming at the problem of low accuracy anc@\ al compIeX|ty of the
traditional social network community recommegqdation algorithm, a rapid spanning tree
detection algorithm is proposed to indepe discri %?‘e soual network community
with the weak connected edge, in to |mpro e accuracy of community
recommendation and reduce the c ity |thm Firstly, according to the
characteristics of social netwo unity O\wwendatlon the maximum spanning
tree algorithm is proposed‘% is base the edge weight distribution node
similarity, to realize the effectivi etectlon C|al network community. Secondly, for the
proposed algorithm haV| he pro epeated adding and deleting of weakly
connected edges andt te of c g resources, a rapid spanning tree detection
algorithm based o epend isCrimination of weakly connected edge is proposed
S0 as to furthe rove ‘%Wculatlon efficiency of the algorithm. Lastly, the
effectlveness roposed rithm is verified by comparing the experimental results
in the stand tdat a

Keywords: Weakl nected edge; Independent discriminant; Social network; Rapid
spanning tree

1. Intro on

Socj work, with its fast and convenient communication, is becoming more and

lar. At the same time, some software and applications based on the internet

gra ly take social networks as the main framework, users as nodes, the information

link between nodes as a marginal connection in social networks, and according to the

relationship between nodes, social networks can be expressed as a directed or undirected

graph, in which the dense community recommendation is a very valuable and challenging
key issue in social network research [1-2].

In recent years, a new social network form typically represented by Twitter and Sina
Weibo rises gradually, and its main feature is the existence of a large number of weak
connection edges. Because of the one-way property of weak connection edges, social
networks represent obvious heterogeneity. For example, the nodes of natural persons
based on the interests pay one-way attention to the nodes of media and other topics, while
the nodes between natural persons based on real relationship will build two-way attention
relationship. In real networks, the bidirectional strong connection is far less than the one-
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way weak connection subscription relationship. Therefore, efficient processing of weak
connections is the key factor to improve the detection and recognition of social networks.

At present, there are many research on social network community recommendation
algorithms, and research direction involves collaborative filtering, content
recommendation, clustering and association rules, etc. Among them, collaborative
filtering is based on the similarity of user interest points as the evaluation index for
recommendation [4], which needs to interact with the users, reflected through the
evaluation scoring form, but because social network does not have evaluation scoring
concept, and data is extremely sparse, resulting in collaborative filtering unable to be
applied in real social networks. And recommendation based on contents is to have
community recommendation according to the previous interest points of users, which is
suitable for the function of friend recommendation, as Literature [5] with natural ngu ge
to express user node tweet and to find and recommend congenial friends. T
Literature [6] is the algorithm based on Twitter users’ interest of fuzzy h%ﬁet for
identification community recommendation, etc. However, this recomm ethod
based on the contents is poor in universality; exce the go s of friend
recommendation, the detection performance of other ¢ ities is g al. In addition,
a community recommendation algorithm based ciation«geﬁ iS proposed in
Literature [7], and the clustering social network o@unity ndation algorithm is
proposed by Literature [8].

As can be seen from the above algorith '@ral netwark.community recommendation
is similar to a sort or clustering; frorﬁ ter nod ionship, in fact, it is more
suitable to use the spanning tree algori r re ndation. This paper firstly studied
on the implementation of spanni f the social network community
recommendation. In the resear spannmg% Literature [9] proposed a modified
minimum spanning tree algor . Literat proposed a parallel algorithm of GPU
minimum spanning tree, e lefere t e above literatures, this paper first learns
from the standard ma@% span e algorithm for social network community
recommendation e\ﬁ ferent rva he proposed design concept of social network
community, this Igv troduc pre-sentence processing of weak connection edges,
which can e preven rge number of weak connections that leads to the
problem of ant gperation of the spanning tree algorithm, thus greatly reduces the
computational complex@he algorithm.

Therefore, the m ork of this paper is in two aspects as follows: first, the
introduction of t imum spanning tree algorithm to the social network community
recommendatio esearch; second, the introduction of the pre judgment processing of
weak con ﬁgp edges, which effectively reduces the computational complexity of the
aIgorithm&improves the practical application value of the algorithm.

@ em Description

Literature [11] proposed a modularity density ( D value) theory of network community,
and put forward a simplified mixed integer nonlinear programming model (MINLP) based
on it, but this model requires that the number of communities is known, or else it cannot
start the algorithm. Firstly, the D value network community model is introduced as
follows:
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Figure 1. Simplified Model of Network Community x)'

For the given network: G=(V,E), there are N nodes and M ﬁ;v is the

collection of N nodes, E is the collection of M edges (nofle €onne own as in
Figure 1. Then the C community model of D value can estribed ast

o-F50(6)T (MR
ALV /\g) )
D=3"°d(G)=X —A)L@’i) (1)

—AL(V,,-

'&@ eter,{:}%e) node collection of communityi,
9

In the formula, Ais adjustm nlg%
-V, means node collection t es not belon community iin the network, [V,| is the

cardinal number of community i, then the ition of function L is as follows:
X L(VaWhAS 2, 2, 2 )
\ A ZZievaZievbai,i (2)
In the fi '% i refe%@t e J column i row of adjacent matrix A, for the

establishmen athe t@ model of complex network community.
The network com model can be defined as:

@ f =argmaxCNg, (G)z{CMGi (G)}|Vi, j

Vvi<k<n (3)

\Lr 1<i, j<n,CMg (G)>CM, (G)
Q f —argmaxCN,, (G)={CM, (G)}vi, |
vi<k<n (3)

Q)Q 1<i,j<n,CM, (G)>CM, (G)

In the formula, for any i, ], to satisfy 1<i,j<nand G;,G; €G,, Vg NV, =V,
E, NE;=Ey . If for all combination of I, ], V and Eg; are both null set @, then
G, means a set of disjoint independent communities, or else G, is overlapping
communities, among which, Vy; and Eg;are the node set edge collection of overlapping
partGg;, G .

According to the D value theory model of formula (4) in Literature [7], it can be
expressed as:
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In this paper, the above model is improved and @ &rk coverage is

detected and evaluated by using the modular ion index can be
expressed as:
From the formula (5) modular network o?nunlty r% endatlon model, if it is
E(G

made for the maximum value, it shoulds ncreas 4 )|/m item and reduce

(ZVEG deg (v /2m item. The for %uals %&ﬁmmum of the inner-cluster edge,

and the latter is equivalent t Lh%; um of inter-Cluster edge.
Similarly, according to th lue the @cﬁhe model of formula (5) can be expressed

as follows: QJ \%
¢ a, % X;
i ij il
N’g (X% +b)
‘ZJC zi“lz
f _% 3 (ZJ -1 I| )
AV LB
In the formulangis adjustment coeffluent, eX|sted in negative form, indicating that the
model ca ‘L;he maximum number of edges for each community scoring. In the
detectlon ge communities, Ashould be given a greater value to punish the endless

seek for optimal A to solve the problem, for the sake of simplicity, we consider

sgi pondlngly, in the detection of small communities, make 4 — 0. Although the
gual to 0.5.

3. Maximum Spanning Tree Community Recommendation

3.1. Algorithm Steps

In this paper, the solution of the community recommendation problem is depends on
the triangular structure of the social network, which is considered as the smallest unit of a
community. First, use the minimum spanning tree algorithm to design social network
community recommendation algorithm framework. Then, the divisive hierarchical
clustering algorithm is used to keep removing the layered weak edge of the split node to
node. The algorithm steps are as follows:
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Step 1: (the edge weight assignment). Make G(V,E) as non-weighted network
topology, G'(V,E,W)as weighted network topology, among them, W is all the edge

weights set, so W|=M . The above derived edge weights represent the number of

common neighbor nodes between adjacent nodes.
If the network side node is a part of the triangle structure, it will be deleted at the
beginning stage of the algorithm. In order to obtain the network topology with

weight G'(V,E,W), it needs to take G(V, E)as the input, and then to obtain the similarity
matrix a)(vi ,Vj) of each edge e(vi Vi ) € E, the form is as follows:
Nghb(v;) ~ Nghb (v, )‘
o(v.v;)=
Nghb(v; ) U Nghb (v, )‘

’\)' 7)
. \ag
o(v,v;)= ‘:2:2( )CEEH @6 (7)

In the formula, Nghb(V)is the neighboring n ct|o v, then the set of
edge weights can be defined as: &)
w=n, 6@(*., ©®)
Ny O\ ViV (8)

The above similarity matrix i K{@ccard similarity measure. If the
similarity between V;,V;is h| h, \th V,,V arger value; conversely, @ (Vi,vj)has

smaller value. In this paper he value rang V.,V is® V,,v ) €[0,1].
Step 2: (Maximum pannm . In the process of constructing a maximum

cost spanning tre elght G (V EW) , the networks are divided into non-

connected su eletln IIer value edge @(v;.v;).
In this ¢ tion the nodev will be connected to the node with the largest

proportion of the Jomt =The construction of the maximum spanning tree is based on
the following lemma y Literature [12]:

Lemma: For t ht network G, the removal of the minimum weight edge of the
maximum cost ing tree T is more able to retain more of the triangle network
communitysstfucture.

Step 3; ated Node Post-processing). After the completion of the above processes,
some ay be out of the community because of some reasons, which are considered
ise=points, or they are assigned to the community with the most common neighbor
nodes/ Then, the specific process of the maximum spanning tree social network
community recommendation algorithm is shown as in the pseudo code 1.

Pseudo Code 1 Maximum Spanning Tree Community Recommendation

Input: non-weight network G(V,E);

Output: «network communities, G, ={G,;,n, G} ;
1. begin

2. for veV do

3. if deg(v)=1 then v<«V \{v};end
4. end

5. for e(Vi,V,-)e E do
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o4.;) <[ Nghb(v,)  Natb(v, ) /[Nahb(v ) o Ngro v, )

if ©(v;,v;)=0 do E(—E\{e(vi,vj)} - end
end
T(V,E; )« MST —PRIM (G,W ™, root) ;

10. Q<«W;; s« 0; CM(G,)<«0;
11. while s=0]|CM(G,)>CM (G, ) do
12. if Q=D doreturn(G,);

13. a)(vp,vq)<—extract_min(Q); x).

14.  end

15. E ’
If remove(e(vp WV )) creating number of new comnl%ity nodes i Qs}an 4,do

16.  continue; \ Q)

17.  else do Q V

18. remove(e(vp,vq)); S« S+1; O »xx)

19. end '9 . %1
20. Export and save the sub commm;il\@ rom theé& ing tree T

© o N o

21. end

22. return(G, ) '&% K\\Q)

23.end 4 \ Q)
3.2. Instance Analysis @ \Q\%

Suppose netwo '4'& =(V,E )ﬁhe vertex set of network M isV ={A~K} | the
network edge setg ins 16 =shown as Figure 2.

O

c= {‘ I (vi,vj)‘,‘u (vi,vj)‘,w(vi,vj )}

Figure 2. Undirected Connection Graph

Step 1: As mentioned before, the suspension nodes are first removed, and the nodes
either are noise points or are distributed to the adjacent nodes. Select the edge (A 1), and
find all the common adjacent nodes (not including end node of the edge). The
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intersections are 2(1(A1)={B,F}) and 4(U(A1)={J,K,B,F}) . For the other
edge (B,F), the intersection and union base are respectively 2 and 6. Its common
neighboring nodes of the intersection are {A/1} , neighbor nodes of union

are{C,D,G,H, A 1}. Weight calculation values are shown in Figure 2.

Step 2: Construct the maximum spanning tree of the undirected connected graph, and
take the weight as an additional input: M =(V,E,W). M is transformed as spanning tree
M'=(V,E"W), in which E'eE . Give network graph M =(V,E,W)as the input of
algorithm, the created maximum spanning tree is shown as Figure 3.

O-OEEDL

Figure 3. Maxi panrﬁngree
If the edges are two or more disj '}ts of nectlng bridge, that is, the edge
weight value is 0, it should be e o tha %xmum spanning tree is an acyclic
graph, which will be descnbglﬁ ollowin
Step 3: In Figure 2, the kness «0f Cmaximum spanning tree edge is in direct
proportion to the W vaIu their r weights. The vertices of the spanning tree

are the endpoints of. |mum ed edges, for example, the edges (F,H) and
) have larger s than connected edges (H.G), (J.K), (A F)and(Al).
ThIS means, and | attached to more groups, such as F may be attached
{F.G,H @ and | may be attached to {I,J,K} and {AB,F,1}.
Deletmg weak ed ,H} and {1,J} will produce disjoint sets {G,H} .
{AB,F,I}and{

Step 4: for htﬁa’ension nodes that are assigned to their adjacent node groups and the
terminal no at are not included in the former steps, such as nodes C, D and E, now

join thﬁ@in the original network diagram, the two edges (B,C)and(C,E) of the node

C se the two edges of C are both 0, they cannot be included in the final spanning
tre ich also means that node B is the cut point. Thus, when there is no weak edges

that can be deleted, the {A,B,F,1}, {F,G,H}, {I,K,J}and{B,C,D,E}can be available
as the final results of the algorithm.

4. WERSTA Community Recommendation

In the above spanning tree algorithm, the spanning tree model is firstly established, and
then the weak connection edges are eliminated one by one, and finally the module is
maximized. One drawback of the above algorithms is that the same edges are chosen in
the process of constructing the maximum spanning tree, while they are deleted in the
process of hierarchical clustering. The process of offset does not contribute to community
recommendation, but increases the computational complexity of the algorithm. In this
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regard, the weak link edge independent discriminant of the rapid spanning tree detection
algorithm of social network community is proposed as follows:
Step 1: In a dynamic hierarchical clustering method, all nodes are selected as one

population or called as community at the start stage. It is assumed that E; is the finally
selected the set of edges, Exis the collection of the edges not involved in the clustering, so
the initial stage isE; =&, E; =E, Such as the 2-10 lines of pseudo code 2.

Step 2: The sorting according to the connection strength of the edges is similar to the
above method, using Jaccard matrix (formula (7)) as the similarity measure in order to
determine the intensity of the edge. In the process of detecting the mentioned sort of
edges from strong to weak, detect whether adding edges will improve the module

coverage, if so, remove them from E; and add into E;, such as the 11-14 line of pseudo
code 2.

Step 3: For all the remaining edges in E;, detect whether adding edge wEMprove
the module coverage (independent of step 2), if so, remove, it Irom E @1 intoE; .

The increase of module coverage and the edge sort ir?&' indep tyof each other,
such as the 20-30 lines of pseudo code 2. ,%
Step 4: All the nodes that the Jaccard coeffici

of all suspension nodes and all
edges are 0 are added to the final spanning tree graph. The & IS the post-processing
process, not reflected in the pseudo code. ,Q

The computational complexity of algqr\n®1 is O(N%@)Iog|v|, which is consistent
with the algorithm in Chapter 2. But sing i@ethod, it can avoid the redundant
operation of the weak connection e eate & g and deleting.

Pseudo code 2 WERSTA spanning/tree

Input: non-weight nétwork G&Qj) !
i Gs :{Gsl7n’Gsk}

Output: k netwiork com

1. be

2. fgl\\l.'n d %
QQMakes&@ !
wend A

5. for eéb%e E do

6 7., ) <[ Nghb(v; ) ~ Nghb(v, )| /|Nghb(v; ) Nghb(v, )

&,if o(v;,v;)=0 do E<—E\{e(vi,vj)};end
d

. en
@Cb 9. Q=W+
10. j«i<k<n; E'«J;CM(G)«CM(G):

11. repeat
12. if Q=2 doreturn(G,);

13. a)(vp,vq)<—extract_min(Q);

14. end

15. if find —set(v, )= find - set(v, ) find-set(v, ) do
16.  Union(v,,v, ); E'«E"Ue(v,.v, );

p’"q
17 E<E\e(v,V, )i« jikek-1; j<k;
18. end
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19. until CM(G,)>CM (G;)
20. for e(vi,vj)e E do
21 if find —set(v, )= find —set(v, )find-set(v, ) do

22. Union(vp,vq);

23. if CM (G')>CM (G; )do

24. i«i-1;G «G';

25. end

26. end .
27.  Sub-graph is derived from G, and stored as G, \)
28. end Y

29: return G, ; QY
30. end \4 '(\/
5. Experiment and Analysis Q‘Q : V

Hardware equipment: Intel(R) Core(TM)2 PU 2. RAM ddr3 1333 4G.
Simulation software: Matlab 2013a. Operatln em: WI%U |mate

5.1. Standard Test Database Venfl@

Benchmarking network selects ata s dn"ferent sequence and size: Karate
Club(KC), Dolphin Networ merlcan Iege Football(ACF), Wikivote, Enron,
Amazon, DBLP seven baseline etwor e contrast algorithm selects the standard

spanning tree algorlthm ( ) and t chical clustering detection measure (CNM)
. The prh%ﬁ and recall of evaluation index selection are
shown as in Tabl&z\IN\Jhe com results of precision rate, recall rate, network

i %ﬂthm are shown in Figure 4. Among them, the

recall ratexindéxes are defined as follows:
_number of extracted correct information

total number of extracted information 9
(?rat _ number of extracted correct information ©)

total number of sample information

The pre&%& rate and recall rate reflect the precision of community recommendation
informati d comprehensive rate. From simulation results of Table 1, in the precision
in%@, @ STA algorithm is superior to the contrast STA algorithm and CNM algorithm

sted network. The average precision index of WERSTA algorithm was 90%, the
average precision index of STA algorithm was 85%, the average precision index of CNM
algorithm was 72%; the STA algorithm is superior to the CNM algorithm. In the recall
rate index, WERSTA algorithm compared with STA algorithm and CNM algorithm, the
performance are close, with, the average recall rate index of WERSTA algorithm being
88%, average recall rate index of STA algorithm being 84%, average recall rate index of
CNM algorithm being 86%; the STA algorithm is slightly worse than the CNM algorithm.

Table 1. Comparison of Precision Rate and Recall Rate

WERSTA STA CNM
network
P R P R P R
KC 086 090 075 089 072 0.88
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DN 094 08 08 081 066 0.73
ACF 094 087 093 082 0.65 0.96
Wikivote 089 091 083 078 062 0.87
Enron 088 089 08 082 073 091
Amazon 090 087 088 08 081 085
DBLP 089 088 08 087 083 0.86
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ure 4. Experimental Contrast Curves
.5?

Figure 4 (@) is”a graphical form of Table 1 data, which can be seen the WERSTA
algorlthm er than the contrast algorithm in the precision, and the results of the
algorit ore stable. In the recall rate, the WERSTA algorithm is relatively stable, the

he CNM algorithm are more volatile, and the recall rate of STA algorithm is
r%ly poor. Figure 4 (b) is the contrast curve of three kinds of algorithm coverage and
running time, which can be seen that the coverage index of the WERSTA algorithm is
better than the STA algorithm, both of them are better than the CNM algorithm. In the
running time index, the WERSTA algorithm and STA algorithm are similar, both better
than the CNM algorithm.

Taking benchmark test networks of Karate Club and Dolphin Network as an example,
the sub community classification results of WERSTA algorithm and STA algorithm are
given, as shown in Figure 5.

Figure 5 shows the community identification results (WERSTA algorithm and STA
algorithm) of the two benchmark test networks, and marks the differences between the
two algorithms. Because the rest of the testing data models are more complex, it is not
expressed here.

The above simulation experiment is based on the standard test network, the connection
between the nodes, through the common neighboring node numbers in each other to
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define, thus reflects the weak connection, which is a kind of suppositional weak
connection. The next chapter will be based on the perspective of actual data for the
simulation verification of the algorithm in this paper.

(a) Karate Club Go y Detecti esult
U 0\50?

. 0 90

O

(36)

@)

STA

=
'Q\ "

Q (a) Dolphin Network Community Detection Result
@ Figure 5. Community Detection Results Sample

5.2. Real Data Experiment

The data of Sina Weibo platform was obtained by API, and then, by the way of setting
the seed users, the weak relationship community network was obtained from the method
of producing interest diagram step by step in the network, so as to construct
heterogeneous characteristics samples of social network. The production process is: first,
five adjacent nodes are taken as the seed user nodes; second, grab the adjacent node based
on the depth-first strategy or the breadth-first strategy to focus on topic node; third is real-
time adjustment of grab ratio based on the network situation,.

Finally the grabbed data include more than 600 user nodes, 65 topic nodes and more
than 30000 pieces of microblogging information. The program is achieved based on
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Python-Java hybrid programming. STA and CNM algorithms are still selected as
comparison algorithms, evaluation indexes choose precision rate and recall rate, and add
harmonic mean of the two algorithms Foes a5 a comprehensive index, which is defined as
follows:
_ 2- precision - recall
™% precision + recall
2- precision - recall
precision + recall
The sparse degree of network data has a weak influence on the edge number of the
network. Therefore, this experiment mainly detects the influence on the above mentioned
indexes with the change of sparsity degree of network. The experimental r ts jafe
shown in Figure 6.
Figure 6 gives the community identification results of three comparatl ms in
the actual data. It can be seen that in the case of low spars ty, the per e of CNM
rS

(10)

(11)

meas

algorithm is the highest, and the STA algorithm is t st. Wi parse degree
gradually increased, the performance of the algorlt ved due to its
consideration of weak connection, and gradually, s the bes orithm. While the
performance of the STA and CNM algorlth en M improved for not
considering weak connection.

09 cnm

— = STA

0.8 “:F‘RST‘.Q

Precision Rate
Harmonic rate
Id
=

Sparseness(%)

@ ‘é @penmental Comparisons of Real Data

6. Conclusio

This p rkwges a weak connection edge independent discriminant of rapid
spanning detectlon algorithm of social network community, to improve the
robust detection algorithm to the changes of weak connection edge numbers.
he experimental comparisons of data in benchmarking network and real
ne , the effectiveness of proposed algorithm is demonstrated. In the next steps of
research, the introduction of feedback mechanism is considered in that the evaluations of
recommendation results by users are comprehensively considered for real time adjustment
in the process of spanning tree detection. At the same time, in the background of big data
era, consider the parallel implementation of the algorithm to improve the practical
application value of the algorithm.
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