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Abstract

This paper presents a RST (rotation, scaling and translation) invariant re&ﬂssi?e’
watermarking method for 2D vector maps. Firstly, the proposed algorithm s WO
reference vertices to calculate the normalized quantization step. Then, f@ vertex,

ed

the Euclidean distance between a reference vertex and the4vertex is to equal
segments using the normalized quantization step. Acc%to the nt which the
vertex is divided into, a watermark is embedded tex within its

corresponding segment in a revertible manner. @ gorit m nobOnly recovers the
original content after watermark extraction, bu corr racts the embedded
watermarks after RST transformations. In ad n, to con E distortions introduced

by watermark embedding, the embeddl,ng eter T fully selected. Theoretical
analysis and experimental results s t the sed scheme provides RST
invariance property, and good reve y, i computatlonal complexity and
data capacity. i

Keywords: reversible Wme%arkmg, invariance property, 2D vector map,

guantization, distortion co@l

1. Introductlon\\‘Q )&

With the velopm ﬁubllc networks, transferring 2D vector maps via
internet becAgmes mor a ore popular in recent years. However, using powerful
available tools and e@ nt, it is very easy even for an amateur to illegally
modify and copy th luable data. It is desirable to develop a strong method to
protect the copyrd nd the integrity of the 2D vector map content.

In the pas years, many new techniques and concepts based on
watermarl@q%bave been introduced to protect the copyright [1-12] and verify the
integrity ] of the vector map content. In most cases of watermarking, the
origin tent is distorted in an irreversible way. However, due to the required
%ision nature of vector maps, modifications to vector maps are generally
undssired. To satisfy this requirement, reversible (also referred to as invertible,
lossless, or distortion-free) watermarking techniques [4-12], which allow the
decoder to recover the original content upon extraction of the embedded data, have
been proposed.

In 2D vector map reversible watermarking, Voigt et al. [7] embed data by
modifying the frequency coefficient in the integer discrete cosine transform (DCT)
domain. Due to the realization in the frequency domain, controlling the embedding
distortion in the spatial domain seems complex. In [8], two reversible data hiding
schemes based on the idea of difference expansion [6] were proposed: one hides
data by modifying the differences between adjacent coordinates, and the second by
manipulating the manhattan distances between neighboring vertices. The two
approaches have good invisibility in the maps with dense vertices whereas the
performance could be seriously decreased for the maps whose coordinates exhibit
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low correlation. Zhou et al. [9] offered an algorithm that embeds secret bits by
modifying the difference histogram which is established by the differences of
neighboring vertices. In [10], the nonlinear scrambling approach is used in a
reversible watermarking scheme for 2D vector maps. Although it can avoid the
vector map from being illegally used by unauthorized users, the embedding
distortion may be greater than the vector map’s precision tolerance. Cao et al. [11]
proposed a method that embeds data by recursively modifying the mean coordinate
value of each coordinate group. Despite the high capacity and the robustness
against simplified attacks, the reversibility may be decreased as the recursive
iterations are increased. Another scheme was proposed by Wang et al. [12], where
the virtual coordinates are exploited for obtaining high capacity, low
computational complexity and good invisibility. However, it is not robust against
RST attacks, which is also a drawback of the afore-mentioned schem

vector maps [7-12]. RST attacks may introduce great distortions to t:;: e

ded
vector
imit these

watermarks without greatly decreasing the usability of the waterrha
maps in some applications. The lack of RST invaia u%p'roper
schemes’ application scope. \

To resist against RST attacks, and simultane
without introducing significant visual dis
watermarking method for 2D vector maps based on Wan ang’s scheme [5].
Rather than embedding data into the cc@tes of orted axis in the PCA
(principal component analysis) -co te syste e select two reference
vertices to calculate the normah; uant a step, divide the Euclidean

embed amount of data

se a reversible

distance between each vertex efer tex into equal segments, and
embed data into each verte vmg |t n its corresponding segment in a
reversible manner. For ¢ II|ng tortlons introduced by watermark
embedding, the embeddipg parameter efully selected. The advantages of the
proposed method mc@e follq@ (1) RST attacks can be resisted; (2) the
invisibility, rever com iomal complexity and data capacity are good.

The remainin ons are %nlzed as follows. Section 2 briefly reviews the
reversible ing method By Wang and Wang [5]. Section 3 explains our
RST invari eversible» watermarking algorithm in detail. We present our

experimental results a analysis of the algorithm in Section 4. Conclusions are
summarized in Secti

2. Wang and@g’s Reversible Watermarking Scheme

The ba&%ﬂa of Wang and Wang’s algorithm [5] is as follows. Given a list of
vertice coordinates of each axis are first sorted to produce sorted coordinate
li @ every sorted coordinate list is divided into intervals, each of which
c‘c%vs three adjacent coordinates. Finally, ¢ (c >1) secret bits are embedded into
an interval by modifying the interval’s state value.

The state value of an interval is defined as follows. Suppose x;, X, and X
(x;<xp<x3) are three adjacent x coordinates in the sorted X-axis. The interval
between x; and xs can be divided into P (P >2) equal subintervals. The index of the
subinterval which the coordinate X, is located on indicates the interval’s state
value.

Denote the interval which contains the three adjacent x coordinates (X;, X, and
X3) in the sorted X-axis as Q(X1, X2, X3), and the data to be embedded as w (w &
{0,1,...,2° - 1}).

The embedding process is described as follows.

Step 1. Calculate the r state of the interval Q,
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r=0 if X, <(X +x3)/2
r=1 if X, >0q+%)/2
1)
Step 2. Divide the interval Q into
length of each subinterval I by

Iy = (xg —x)/2°"

2°*! equal subintervals, and calculate the

(2)

Step 3. Compute the state value s (s €{0,1,..., 2°* — 1}) of the embedded
interval Q'(x:', X', X3'), i.e., the index of the subinterval which the embedded
coordinate x,' should be located on

s=2°xr+w. x).
Step 4. Obtain the embedded x,' by moving X, to the s-th subint rv@i
X,'=xg+s x| +x/2°, \41% @
(4)
Where
(1—r)><x1—r>< x3)/

®)
Since the data w is embedded by. g X5 e@n X; and Xs, X,' remains
within the range [X1, X3) (X1= X1', X3 % emdes@e ollowing can be obtained

Xp'€ 1@&”(3)/2 %‘
x2 € +x3)J2C§) i > (X +X3)/2

©)

Xo < (X +X3)/2

(6)
That is, assuming,t stance en x; and X; (i.e., the length of Q) is lg, X
moves less than | X’r embe

a extr d data recovery goes as follows.
Stepl.C te the r(state of the embedded interval Q'(x{', X2', X3") with Eq. (1).
Step 2. Divide th edded interval Q' into 2°* equal subintervals, and
calculate the length h subinterval I with Eq. (2).
Step 3. Calcu state value s of the embedded interval Q',

s=[(xp"=x") s J.

© \§y
Step 4@) ain the embedded data w,

w=s—-rx2°,
(
S;p 5. Restore the original coordinate x,

Xp''= (L= 1) Xy '+ x (X3'+% ")/ 2+ 2° x &',

9)
Where

Klz X2 I_Xll_s X (X3 '_Xll) / 20+l .
(10)
The above is Wang and Wang’s approach.
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3. The Proposed Reversible Scheme

3.1 Watermark Embedding Procedure

Let M be the vector map to be watermarked. We embed data into M using the
following steps:

Step 1. Scan the vertices of M to get a vertex list V = {vj(x;, y;)| j€{1,2,..., n}},
where v; represents the j-th vertex of V, x; and yjare the x coordinate and the y
coordinate of v;, respectively, and n is the total number of vertices of V.

Step 2. Select two vertices from V as the reference vertices under the control of
a private key k. Denote the two reference vertices as V,1(Xi1, Yr1) and vi(Xe2, Vr2)

(1<rl, r2<n) .
Step 3. Calculate the normalized quantization step Q,, according to the Eu%én
distance |vyvr,| between v, and v, and the vector map’s precision tolera

o, Mol NG
(11) \% ’\)@

o O
12 Nwz(wj O'Q ' %\’

The parameter N, obtained her @s&used as an input parameter in
the watermark extraction and ia ractlo %ﬁ,s

Step 4. For any vertex E{l 2, n} Vj # Vi, Vj # Vip) of V, embed a

watermark w; (w; €{0,1 y going through the following 5 parts:
P1. Partition the str ne pas rough v; and v, into equal segments by the
normalized quantl w starting from v,4.
P2. Accordln ﬁ%lstance |vr1v J|| between v;, and v;, obtain the index
i (7 €40, 1@0 the j segment S which v; is located on,
HvrmH

P3. Ca@ the two endpoints that define the range of S5 [st ,S 1,

Q)Q St =Qux]
85 =Qux(i +D)
(14)

Figure 1 shows the segment which v; is located on. Since the straight line passing
through v; and v, is not really exist in the vector map, it is illustrated using a dash line.

P4. Regard SIT’ ”vrlij and Sfas an interval Q; (SIT , Jvravj]| . $%), and embed w; into

it using Egs. (1-5). Denote the watermarked HVer J“ as HVer j H
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Figure 1. The Segment which V; Is Located On

P5. Move v; along the straight line passing through v; and v, to a new location v;'(x;',
y;) so that the Euclidean distance between v, and v;'is equal to ”vrlv J- H

Xj =X H"rl"i “

XX |

e el AN @6
- Yr V1V Q
TN

After embedding data into each vertex,@t\/atermark ector map M' can be

obtained. %

In the above procedure, the water@5\< \ ed into the interval Q;(S*,

Hv,leH, s§) by moving HVer en st a

Eq. (6), the difference bgfween “v Vi % “v,rlvJ H is less than QV/. Since the
location of v;j' is ohtaj y movj along the straight line passing through v;

ween w,égd vj' is less than Q%. According to Egs. (11-

@Q "Vrlvr2" ||Vr1Vr2|| <2
|7||Vrlvr2||—|

2T

using Egs. (1-5). According to

and v,q, the dista

12), we can

ﬂ?

Theref X distance between v;j and v;' is no greater than z, and the validity of
the mab(@ can be ensured.

termark Extraction and Data Recovery

During watermark extraction and data recovery, similar steps are followed.

Step 1. Scan the vertices of M' to get a vertex list V' = {v;'(x;', ;)| J€{1,2,...,
n}}, where v;' is the j-th vertex of V', x;' and y;' are the x coordinate and the y
coordinate of vj', respectively, and n represents the total number of vertices of V.

Step 2. Select two reference vertices, i.e., v,y and v;, from V' under the control of
the private key k.

Step 3. According to N,, and the Euclidean distance |v;vy,| between vy, and vy,
calculate the normalized quantization step Q,, using Eq. (11).

Step 4. For any vertex v;' (J€{1,2,..., n}, V' # Vi1, Vj' # V) of V', extract the
watermark w; from it and recover the original content of v;' by going through the
following 5 parts:
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P1. Partition the straight line passing through v;' and v, into equal segments by the
normalized quantization step Q,, starting from v,,.

P2. According to the Euclidean distance ||vr1v j || between v,; and v}, obtain the index

j of the segment S5 which v;j' is located on using Eq. (13).
P3. Calculate the two endpoints that define the range of S5 [S'JT , SJL ] with Eq. (14)
P4. Regard S'JT, Ve and st as an interval Q,—'(S% ,“vrlv ]H ,$%), and extract the
watermark w; from it using Egs. (1-2) and Egs. (7-10), to get the recovered |v,yv; |, i.e

Joravs )
P5. Move v;' along the straight line passing through v;'and v,; to its original t|
(%, ) using Eq. (15).
After extracting the embedded data from each vertex, the original gon of the
watermarked vector map M' can be recovered. 4%

4. Results and Analysis Q

We ran experiments on a PC with C z, RA Wlndows 7, Map
Objects 2.4 and Microsoft Visual C++€@the ex nts four different 2D
vector maps in shapefile format of ental S S Research Institute, Inc.
(ESRI) [15] were used as the cove shown n \Figure2, the four vector maps
are a spot heights map of Taylor , a traffic routes map [17] (M2),
a river map [17] (M3) and e mapjg% 1 42 Northern Prince Charles
Mountains [18] (M4). Tab ists som sic properties of the four vector maps,

tolerance z and the de The t ensity” is the average number of vertices
within a map pat w% e un| ar It measures the density of map vertices.
Higher density hat t tices of a map are located closer to each other

and their c a higher correlation. During embedding, the

including the feature typeythe num E ;bg atures/vertices, the scale, the precision

watermark ge usedn our experiments was a bit stream generated by using a
Gaussian random seqm@and the number of watermark bits each vertex carries ¢
was 1.

Experiment o ibility: The vector maps in Figure 2 were embedded by the
proposed sche ielding the embedded versions seen in Figure 3. It can be seen
that the peﬁxlve quality is acceptable.

For ey, ng the objective quality of the embedded vector maps, the average
dlstort® M, M") and the maximum distortion Maxd(M, M") [14] were calculated,

dM,M")== Z”v —v]

Maxd(M,M") =max(jv; -v;|), (i=12,...,n)

(17)

Where viand v;' are the corresponding vertices in the original vector map M and
the embedded vector map M’ respectively, and n denotes the total number of
vertices in the vector map M.

Table 2 lists the Maxd and d values of the proposed method and the methods
described in [5, 12]. During embedding, the three schemes were performed by
taking ¢ = 1. From this table, we can see that because of the configuration of the
embedding parameter Q,,using Eq. (11), the Maxd and d values of each vector map
do not exceed the precision tolerance z. The proposed scheme can guarantee the
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validity of the embedded vector maps. Besides, the invisibility of the proposed
method is comparable to that of Wang et al.’s method [12]. Wang and Wang’s
approach [5] cannot guarantee the watermarked vector map quality especially for
the 2D vector maps whose coordinates exhibit low correlation, e.g., M2, and M4.
That’s because Wang and Wang’s approach embeds a watermark into a coordinate
by moving it between its two neighboring two coordinates in the sorted coordinate
list, and the distortion introduced to the coordinate may be great if the distance
between its two neighboring two coordinates is not small. Since the proposed
method can always guarantee the validity of the embedded vector maps, the
invisibility of the proposed scheme is superior to that of Wang and Wang’s
algorithm.

@qure 2. Test 2D Vector Maps: (a) M1, (b) M2, (c) M3 and (d) M4

According to the data embedding procedure described in Section 3.1, the
invisibility of our proposed scheme is closely related to the number of watermark
bits each vertex carries c. For embedding ¢ watermark bits into a vertex, the vertex
is moved within its corresponding segment range using Wang and Wang’s method
[5]. Since the embedding distortion introduced to a coordinate may be neither
monotonic decreasing nor monotonic increasing with the watermark it carries in
[5], the embedding distortion may be neither monotonic decreasing nor monotonic
increasing with c in the proposed method.

Table 1. Properties of Original Vector Maps

T Density

Vector maps  Feature type  Features/vertices Scale (m) (vertex/mz)
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M1 Point 355/355 1:5000 0.5 1.3014x10™
M2 Point 2058/2058 1:100000 10  2.6491x<10°
M3 Polyline 1084/23854 1:25000 25  4.7461x10™
M4 Polygon 55/3138 1:1000000 100 5.1888x10°

. watermarked 2D Vector Maps of Figure 2

Experiments h %een conducted on M1 in Figure 2(a) to demonstrate the
relationship bez&average embedding distortion d and c. From the experimental
results illustyated”in Figure 4, we can see that the average embedding distortion is
neither %ﬂic decreasing nor monotonic increasing with c. This verifies our
analys@r:@\/e

ent on RST invariance: Experiments have been done to demonstrate the
ro ess against rotation, uniform scaling and translation transformations of the
proposed algorithm. We rotated the watermarked M3 shown in Figure 3(c) by
different angles, scaled it with different factors and translated it with different Ax
and Ay in the x and y axes, respectively. From the experimental results shown in
Table 3, Table 4 and Table 5, we can see that the BER (bit error rate) of the
extracted watermarks is zero. That is, the embedded watermarks can be correctly
extracted after RST transformations, and the proposed scheme is invariant to
rotation, uniform scaling and translation operations.

Table 2. The Maxd and D Values of Different Methods
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\Vector Mans Wang et al.[12] Wand and Wang [5] Proposed
P Maxd (m) d(m) Maxd (m) d(m) Maxd (m)  d(m)
M1 0.2381 0.1377 19.5486 1.1246 0.2492 0.1299
M2 4.9334 2.7395 1672.9117 31.8115 4.9951 2.5040
M3 1.2478 0.6155 1.3866 0.0677 1.2498 0.6266
M4 26.1374 49.4026 514.1794 5.5363 49.6307  24.7573
0.1650
0.1570 / \ /
0.1490 /‘
g @E

o W&
S

Figure 4. Relationship@é&Averé@hbedding Distortion d and ¢
Tabl@ Exper@esults of Rotation

N

Rotation a 1& 4
(degree) 30 4\60 90 150 180 240 300
BER \ 0.0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
14 ) 4
:: able 4 eriment Results of Uniform Scaling
Scale factor 5 05 25 55 75 95
s

BER _ Qo.oooo 0.0000 0.0000  0.0000  0.0000  0.0000

AQ Table 5. Experiment Results of Translation

\.J
[%ﬁe (Axm, Aym) (-12,23) (4.2,56) (26,-79) (~6.5, —4.8)
BE 0.0000 0.0000  0.0000 0.0000

Experiment on reversibility: To demonstrate the reversibility of the proposed
algorithm, the hidden data were extracted from the embedded vector maps in
Figure 3 using the proposed method. The Maxd and d values between the original
vector maps and the recovered ones were computed for evaluating the objective
quality of the recovered vector maps. Table 6 shows that the Maxd values and the d
values of the four vector maps are all less than 10°m. Generally, the storage
precision for the coordinates of a 2D vector map is about 0.1mm. In other words,
as long as the differences between the original coordinates and the recovered ones
are less than 10 m, the data hiding scheme can be seen as reversible. Therefore,
the precision requirements of most situations can be met.
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Table 6. The Maxd and D Values between the Original Vector Maps and the
Recovered Ones

Vector maps Maxd (m) d (m)

M1 2.8015x10° 6.1142>x10™°
M2 2.6494x10° 3.3050x10™°
M3 2.7209x10° 3.3401x10™°
M4 3.5477x10° 755461070

Experiment on data capacity: According to the watermark embedding procedure
described in Section 3.1, the watermarks can be embedded into nearly all vertices
except the vertices that coincide with one of the reference vertices. As su t°
nearly every vertex can carry c bits, and the data capacity is about ¢ bit/v

Experiments have been conducted on the vector maps in Figure 2 t a e the

data capacity among the proposed scheme and the schemes reportéd 1y 15, 12].
During embedding, the three schemes were perf n‘%ﬁy t = 1 The
experimental results are listed in Table 7. Since nea ordihate can carry ¢
watermark bits in Wang et al.’s scheme [12] 0 2c¢ bit ex), it provides
higher data capacity than the proposed schem Wang, a ang’s scheme [5],
nearly every three adjacent three coordr% in each

e

ed axis can carry c
watermark bits, resulting in ¢ bit/vertex the capacity of the proposed

scheme is approximately the same as Wang an ang s scheme [5].
Experiment on computational cy@ |ty presents the data embedding
and data extraction execution,ti mpar mong the proposed method and
the approaches reported i . Durin
performed by taking ¢ =

Let’s assume n is the ber of ”\; of the vector map M and N be the total
number of M’s Palyli nd Po . For Wang et al.’s algorithm [12], the
computational compgat is O(n) géﬁ;logNF). Because the computational complexity
of our proposed ch |3me execution time of the proposed method is lower
than that of ¥ ji@al ’S me hen they are applied to a vector map composed of
Polylines/Polygons. FOQ tor map composed of Points, the execution time of the

eddlng, the three schemes were

proposed method and et al.’s method are approximately the same, which can be
seen from Table 8.

\T?b . Data Capacity of Different Methods (Bit/Vertex)

Vector m@v Wang et al.[12] Wand and Wang [5] Proposed
Mis 1.9887 0.9972 0.9944
1.9981 0.9558 0.9990
M3 1.8182 0.9770 0.9999
M4 1.9165 0.9758 0.9758

Table 8. Data Embedding and Extraction Execution Time of Different
Methods (Seconds)

Vector Wang et al.[12] Wand and Wang [5] Proposed

maps  Embedding Extraction Embedding Extraction Embedding Extraction
M1 0.016 0.016 0.025 0.020 0.018 0.018
M2 0.073 0.073 0.162 0.126 0.089 0.089
M3 3.139 3.139 3.700 2.228 2.137 2.137
M4 0.182 0.182 0.193 0.1595 0.125 0.125
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In Wang and Wang’s method [5], the main cost which derives from sorting the
coordinates during data embedding is O(nlogn). The data embedding execution time of
this algorithm is longer than that of the proposed algorithm. Because the coordinates do
not need to be sorted during data extraction, the data extraction time of this approach is
comparable to that of the proposed algorithm.

5. Conclusions

In this paper, we describe a RST invariant reversible watermarking method for
2D vector maps based on the reversible watermarking scheme by Wang and Wang
[5]. By dividing the Euclidean distance between a reference vertex and each vertex
into equal segments using the normalized quantization step, and embedding data by,
moving each vertex within its corresponding segment in a revertible m nrfSyﬁe
proposed method not only recovers the original content after watermar %lon,
but also correctly extracts the embedded watermarks after RST trahs ations.

Besides, the embedding distortions can be controlle «caref cting the
embedding parameter. Moreover, the proposed meth vides | mputational

complexity, and good reversibility and data capa y
city |sw high. Our future

One drawback of our scheme is that the dat
research will focus on developing RST invariint c ermbl& marking schemes for

2D vector maps with high data capacity.
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