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Abstract 

Multi-core processors have become the dominant market trend because they provide 

a great opportunity in increasing processing performance by exploiting various 

parallelisms. In JPEG (Joint Photographic Experts Group) compression, color space 

conversion is one of the major kernels known as a computationally expensive module. 

This paper presents a fast solution for color space conversion with multi-core parallel 

computation. For this purpose, we utilize Threading Building Blocks (TBB), a runtime 

library based on C++, and OpenMP (Open Multi-processing), a shared programming 

language. A RGB image is transformed into a luminance-chrominance color space such 

as YCbCr. The implementation results show that parallel implementations achieve 

greater performance improvement regarding processing speed compared with the serial 

implementation. 
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1. Introduction 

JPEG [1] images play a significant role as a still image compression standard in 

multimedia applications. JPEG is designed for compressing full-color or grayscale 

images of natural, real-world scenes. Being a popular lossy mode of image compression, 

JPEG has extensively been used in almost all sorts of digital device including the mobile 

phones, tablets, and handheld computers. There are several modes defined for JPEG 

such as baseline, lossless, progressive, and hierarchical. The baseline mode is the most 

popular one supporting lossy coding only. Although the popularly used Baseline JPEG 

Algorithm can easily be performed by the powerful processors, still the small devices of 

less capable processors suffer a lot from encoding or decoding a JPEG image because of 

some complex computations required by Baseline JPEG [2, 10]. 

In JPEG compression, color space conversion has become an important role in the 

image acquisition, display, and the transmission of the color information. However, this 

is known as a computationally expensive step. Figure 1 shows the basic JPEG 

compression method; it can be summarized into the following: (1) the image is separated 

into three color components; (2) each component is partitioned into 8-by-8 blocks; (3) 

each block is transformed using the two dimensional DCT (Discrete Cosine Transform); 

(4) each transformed block is quantized with respect to an 8-by-8 quantization matrix; 

(5) the resulting data is compressed, using Huffman or arithmetic coding. 

Currently, chip multiprocessors (CMPs) architecture has become the dominant market 

in desktop PCs as well as mobile devices, in which there are two or more execution 
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cores within a single processor. Execution cores have their own set of execution and 

architectural resources. Depending on design, these processors may or may not share a 

large on-chip cache. Under this circumstance, exploiting and managing parallelism has 

become a central problem in computer systems [3, 11]. 
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Figure 1. Basic JPEG Compression Method 

In order to take advantage of multi-cores, programs could be just written to 

accomplish their tasks using multiple parallel threads of execution. Therefore, several 

parallel languages [4, 11] that allow programmers to write parallel code in a quick and 

efficient manner have been introduced. For example, Intel introduced TBB [5, 12], a 

C++ library, for desktop-shared memory parallel programming. TBB provides 

programmers with an API used to exploit parallelism through using tasks rather than 

parallel threads. Moreover, TBB uses the task stealing to reduce the load imbalance and 

improve the performance scalability significantly, allowing applications to exploit 

concurrency with little consideration of the underlying CMP characteristics (i.e. number 

of cores) [6]. Another parallel language is OpenMP [7, 13] which is an API (Application 

Programming Interface) for multi-platform shared-memory parallel programming in 

C/C++, in which all threads can access global and shared memories.  

In this paper, we describe parallel implementations of color conversion, a 

computation intensive signal-processing algorithm that is widely used in JPEG 

compression standards using parallel programming technologies on multi-core CPU. The 

program for transforming RGB image into a luminance-chrominance color space such as 

YCbCr is implemented using Intel TBB and OpenMP. The performance evaluation is 

made by comparing the execution times with and without parallel programing 

technologies. 

The organization of this paper is as follows. In Section 2, two parallel programming 

languages of TBB and OpenMP are reviewed. Section 3 introduces the background of 

color space conversion. In Section 4, the experimental results will be discussed; finally, 

the conclusion will be addressed in Section 5. 

 

2. Background 
 

2.1. TBB 

The popularity of multi-core CPUs requires tools enabling easy and quick parallel 

coding with the form of parallel runtime systems and libraries that aim at improving 

application portability and programming efficiency. TBB is an open source runtime C++ 

library that targets desktop-shared memory parallel programming. 

TBB provides programmers with APIs used to exploit parallelism through the use of 

tasks rather than parallel threads. Moreover, TBB is able to significantly reduce load 

imbalance and improve performance scalability through task stealing, allowing 

applications to exploit concurrency with little regard to the underlying CMP 

characteristics (i.e. number of cores) [8]. Because it is a library, not a new language or 

language extension, it integrates into existing programming environments with no 
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change to the compiler. An additional advantage compared to depending on a language 

or extension for parallelism is that most programmers can more readily modify a library 

than a compiler. Hence, a library permits more rapid evolution and customization [9]. 

 

 

Figure 2. Serial Code Block of Matrix Multiplication 

The code blocks in Figures 2 and 3 show the usage of TBB with matrix multiplication. 

The former shows its serial version and the latter the corresponding parallel version, 

which uses blocked-rabge2d to specify the iteration space. Header starts with #include 

“tbb/blocked_range2d.h” statement. The blocked_range2d enables the two outermost 

loops of the serial version to become parallel loops. The parallel for recursively splits the 

blocked_range2d until the pieces are no larger than 16 × 32. It invokes 

MatrixMultiplyBody2D::operator() on each piece. 

 

 

Figure 3. Parallel Implementation of Matrix Multiplication Using TBB 
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2.2. OpenMP 

OpenMP is an API for multi-platform shared-memory parallel programming in 

C/C++, in which all threads can access global and shared memories. Figure 4 depicts the 

operational block diagram of OpenMP, in which a process can be divided into several 

threads and programmers can control the number of threads. Optimal performance 

occurs when the number of threads represents the number of processors. Here, a master 

thread exists to assign tasks to threads, i.e., fork-join. Fork-join time increases when 

there are more threads than processors. 

Moreover, data can be labeled either private or shared. In particular, private data are 

visible to one thread only, while all threads can spot shared data. In practical programs, 

local variables that are about to be parallelized should be private. Additionally, global 

variables must be assigned as shared data. OpenMP requires a compiler. Most IDEs 

today accommodate OpenMP. Numerous benefits exist to using OpenMP, e.g., 

preservation of serial code, simplicity, flexibility and portability. Nevertheless, explicit 

synchronization remains an issue that needs to be addressed [8]. 

Recently, many multi-core processors with common L2 cache have been introduced. 

The advantage now is that we could execute different threads in these processing 

elements and the communication cost between the threads would be very less since they 

share the L2 cache. Another advantage of having multiple cores is that we could use 

these cores to extract thread level parallelism in a program and hence increase the 

performance of the single program.  
 

 

Figure 4. Operational Block Diagram of OpenMp 

3. Color Conversion 

Color spaces are three-dimensional and images are formed on a computer monitor or 

television by combining red, green, and blue, which is known as the most common kind 

of color space, the RGB space; while three- dimensional space of YUV is adopted in the 

system of JPEG compression. 

In order to achieve good compression performance, correlation between the color 

components is first reduced by converting the RGB color space into a de-correlated 

color space. In baseline JPEG, a RGB image is first transformed into a luminance-

chrominance color space such as YUV. Therefore, YUV signals are typically created 

from RGB source. Weighted values of R, G, and B are summed to produce Y, a measure 

of overall brightness or luminance. U and V are computed as scaled differences between 
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Y and the B and R values [4]. Defining the following constants: WR=0.299, WB=0.114, 

WG= 1- WR - WB =0.587, UMax =0.436, VMax =0.615; YUV is computed from RGB as 

follows: 
 

                        (1) 

 

The resulting ranges of Y, U, and V, respectively are [0, 1], [-UMax, UMax], and [-VMax, VMax]. 

Inverting the above transformation converts YUV to RGB: 

 

                                            (2) 

 

Equivalently, substituting values for the constants and expressing them as matrices gives: 

 

                   (3) 

 

 

                           (4) 

 

 

Another color conversion is the transformation from RGB to YCbCr, which is based on 

the following mathematical expression: 

 

                    (5) 

 

The value Y = 0.299R + 0.587G + 0.114B is called the luminance. It is the value used by 

monochrome monitors to represent an RGB color. The formula is like a weighted-filter with 

different weights for each spectral component. Accordingly, the inverse transformation from 

YCbCr to RGB can be: 

 

                               (6) 

 

4. Simulation 

This section describes the simulation environments and results in detail. For the 

performance evaluation, the processing time of TBB and OpenMP color space 

conversion over its serial one is measured and the unit time is seconds. The result is the 

average of a comparison of 300 times using system clock. As for the measured section, 
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the loading time is excluded because it is the common stage. Table 1 describes the 

system parameters. 

The simulation result shows that the average processing time for RGB to YUV and 

YCbCr with and without TBB and OpenMP are shown in Table 2. These results are 

depicted in Figures 5 and 6, respectively. The performance gain using TBB is about 600 

times on the processing speed compared with the serial implementation. 

Table 1. Simulation Parameter 

System Parameters Value 

CPU Intel Core i5-3570@ 3.40GHz 

RAM 16.00GB 

System Window 7 Ultimate SP1(64bit) 

Compiler 
Microsoft Visual Studio 2012 

Intel Parallel Studio XE 2013 

TBB version TBB 4.1 

OpenMP OpenMP 4.0 

Image Sizes 512 x 512 pixels 

Image Type BMP 

Table 2. Simulation Results 

Category Times 

RGB to 

YCbCr 

w/o Parallel 

Programming 
0.000763 

w/ OpenMP 0.000255 

w/ TBB 0.000341 

YCbCr 

to RGB 

w/o Parallel 
Programming 

0.000722 

w/ OpenMP 0.000895 

w/TBB 0.000762 

 

Figure 5. RGB to Ycbcr Color Conversion Average Time 
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Table 3. Simulation Results 

Category Times 

RGB to 

YCbCr 

w/o Parallel 
Programming 

0.000763 

w/ OpenMP 0.000299 

w/ TBB 0.000301 

YCbCr 

to RGB 

w/o Parallel 

Programming 
0.000722 

w/ OpenMP 0.000368 

w/TBB 0.000304 

 

 

Figure 6. RGB to YUV Color Conversion Average Time 

5. Conclusion 

Nowadays, modern CPUs with multi-core architecture provide a great opportunity to 

increase processing performance using parallel programming. This paper presented an 

optimization of JPEG color conversions of transformation from RGB to YCbCr and 

YUV. For this purpose, the two parallel programming techniques of TBB and OpenMP 

were discussed in detail. The simulation results show that the parallel implementations 

of JPEG color conversion are performed considerably faster than the serial ones. 

The parallel implementation results show the 2.5 times of performance improvements 

on processing speed compared with the serial implementation. Our future work will 

include the disparity map computations with real image pairs, which will help improve 

OpenMP better than the serial implementation.  
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